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Since the hypothesis in (5) does not provide an alternative explanation for the unacceptabil-
ity of (i), I would rate this particular argument for the Freezing hinciple as the strongest
that Culicover and Wexler offer.
As Stan Peters has pointed out to me, the adoption of restrictions like those suggested in
(l 3) would necessitale changes in the learning procedure outlined in Hamburger and Wexler
(1975). The problem is that cases can arise in which a tentative transformational componcnt
may fa'il to include two transformations that are necessary in the derivation of a certain sch-
tence s from a base phrase marker 6. lf hypothesized transformational rules are drawn only
from the set defined by the more restricted framework, then the transformational compo-
nent in the following trivial grammar is unattainable by the Hamburger-Wexler procedure:

(i) a. Bose component:
S - obccd
Trans forma tio nal Com p one n t :
( l )  a h X -  d

|  2 1 4 -0,2.3,4+l
(2\bxd-a

|  2 1 4 -  3+1.2,0,4

This grammar gen€rates the language consisting of the single slrlr,gdbcca. The Hamburger-
Wexler procedure could not "learn" this transformational component, since the procedure
requires thal only one transformational rule be added at e time. Given the initial tentative
transformational component (thc empty one), the presenlation of the datum ( g laDccdl5 ,
dbcco) would not lead to any change in the componeni. since there is no single rule of the
form given in (14) that would suffice to carry out the necessary permutation ofthe termind
elements. Several possibilities exist for modifying the procedure to avoid this problem.
This is not to say that obligatory rules create no serious learnability problems. Given a de-
scriptive franrework that allows botlr optional and obligatory rules without any restrictions,
the most serious problem is precisely that of learning whether a given rule is obligarory or
optional. Positive evidence would be of no avail here, since ungrammatical sentences charac-
teristically provide the crucial evidence in favor of assigning obligatory status to a rule. This
is thus another area in which the possibilities for greater restrictiveness deserve to be inves-
tiSated.
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I wi l l  presuppose, in this paper. the Seneral framework of the extended standard

theory (EST), as outl ined, for example. in Chomsky (1972, l9'75b) and references

cited there; and more specif ical ly, the assumptions explored in Chomsky (1971.

1973, l9 '14,1975b. c)  and related work c i ted in t l rese references. I  want to examine

some proposals put forth tentat ively in the work cited and in so doing' to revlse

and extend some of the part icular analyses and principles investigated. I  wi l l  f i rst

review and somewhat reformulate some of the background assumptions drawn from

earl ier work and then apply them to several questions in English syntax.
I assume that a grammar is a theory of conrpetence and that universal gramnrar

(UG) is in essencc a system of principles specifying the nature of l inguist ic repre'
sentat ions and the rules that  apply to thenr,  and the manner in which thesc ruies
apply. A grammar (strongly) generates a sel of structural descript ions and (weakly)

Senerales a language, assigning one or more structural descript ions to each sentence
of the languagc (and, in pr inciple,  to al l  potent ia l  scntcnccs).  A structural  descr ip-
t ion of a sentcnce consisls of a rcprcscntation of the sentcnce on eaclr l inguist ic
level (cf.  Chonrsky, 1955). I  assunre that two of these levels are the levels of phon-

etic representation (PR) and what I  wi l l  cal l  " logical form" (LF.1, meanitrg by the

latter the level that expresses whatever aspects of semantic representation are deter-
mined by propert ies of sentence-grantnrat. Cl ' .  Chonrsky (1975a,b.c) for discussion.
Thus a gramnrar assigns to each sentence. in part icular, a pair of representations
(pr, l/),where p/ is drawn f'rorn PR irnd // fronr LF.

In accordance with EST. I  assunre here that a Sral l lnlar consists of base rules,

transformational rules. plronological rules and (sernantic) interpretive rules. The

base consists of a catcgorical conrponent and a lexic()n, the fornrer satisfying tht!

principles o[ some version of the X-bar theory (for rccent discussion see I lornstein,

t975, Selk i rk.  1975; Hal i tsky (1975);  Emonds (1976);  Bresnan, 1976a;Jackendoff ,

forthcoming), and the latter of the general character developed in Aronoff (19-16')-

The base generatcs an inl lni tc class of deep structurcs ( init ial  phrasc nrarkers). I

assume that thematic relat ions in the sense of Jackendoft (1972) and related work

are deternrined by interaction of lexical propert ies and configurations of deep
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structures. The transformational component of the grammar generates derivations

D = (Kt..  .  .  ,  Kr). where K1 is a base-generated deep structure, Kial is formed

frorn Kt by a transfornration, and no obligatory transformation is applicable

to Kr.
The derivation D must be related to PR and LF. I  wi l l  have l i t t le to say here

about the relat ion to PR. As for LF, I  assume that i t  is determined by interpretive
rules applying to Krr. Under this assumption, i t  must be that thematic relat ions are

properly exprcssed in K' though determined at Kl. I will assume that this is the

case, in accordance with trace theory, as outl ined in the references cited above. I f

so. then interpretive rules extend the derivation D, carrying Kn to a representation

in LF. These interpretive rules are the rules SI- l  of Chomsky (1975b,c). I t  is in fact

misleading to call these "rules of semantic interpretation," as in these references

and elsewhere; they are more properly described as rules concerned with the syntax

of LF. Note that Kn will not be surface structure in the familiar sens€. It is more
"at'rstract," by virtue of trace theory, and may be zubject to nontransformational

rules (e.g.. "scrambling"). Some crucial aspects of PR may be determined by the

extended derivation from Kn to LF. Thus, as noted f irst by Lees (1960),delet ion

seems sensit ive to some aspect of semantic representation, and under the present

theory that means that the possibi l i t ies of delet ion are in part f ixed by propert ies of

representations at LF or between K, and LF. Cf. Sag (forthcoming, 1976) for an

analysis of such rules as VP-delet ion and gapping along these l ines.
Tlr is outl ine is extremely sketchy, and the analyses cited are not even mutual ly

cornpatible in detai l .  I  present i t  only so as to locate the fol lowing discussion within
a l-anri l iar general l ' ranrework.

l  wi l l  be concerned now with a kind of "core granrnrar" for English consist ing of
a fcw general rules and some general condit ions governing the operation of these
rules. The rules in question include two transformational rules ( l)  and three inter-

pret ive rules (2):

(  l )  a.  Move NP
b. Move wft-phrase

(2) a. Reciprocal rule: assign to each other the feature l+anaphoric toi]

in a structure containing NPt
b. Bound anaphoral assign to a pronoun the feature [+anaphoric to i ]

in a structure containing NP.' ,  in the context I  pn-Possessive-Nrl
c. Disjoint reference: assign to a pronoun the feature [-anaphoric to iJ

in a structure containing NPt
The rules of (2) are among those that Kenneth Hale has cal led "rules of construal"

(cf.  l lale, 1976). An informal explanation of their meaning wil l  do for now. Let us
assume that there is some standard method for indexing nonterminal symbols in
deep structures, in part icular, NPs; transformations wil l  preserve the property that

al l  nonterrninals are indexed. in ways to be discussed.l f  each otheris assigned the

l 'eature l+anaplror ictoi l  , thenthe structure .  .  .NPt . . .eachother . . . (or  . .  .each

other . . . NPi . . .) is assigned the appropriate reciprocal interpretation, whatever
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this may be (for discussion, see Fiengo and Lasnik, 1973; Dougherty, 1974). A
pronoun marked l+anaphoric to r]  wi l l  be interpreted h LF as anaphoric to NP, ;
the relevant choice of N, wi l l  be essential ly as discussed in Helke ( 1970), including,
for English, sefi so that English (nonemphatic) reflexive is understood as bound
anaphora. A pronoun marked [-anaphoric to i ]  wi l l  be understood as disjoint in
reference to NPi; cf.  Chomsky (1973); Lasnik (forthcoming). I  assunre that this
rule lal ls under a more gencral rule of disjoint reference applying ( in sornewhat
dif ferent ways) to al l  NPs. To ntake these vague rentarks expl ici t ,  i t  is necessary to
explain what is meant by the term "anaphoric." I  assume that there is a procedure
for introducing variables for NPs in LF, including pronouns, and thal the notions
"anaphoric," "nonanaphoric" wi l l  be understood as determining the choice of
variables as the same or dif ferent. For present purposes, nothing much depends on
how rules (2) are implemented, so I wi l l  not pursue the mailer, asfarasl can see,
nontr ivial questions arise in the case of(2a) and plural pronouns, the latter, a special
case of problems concerning the semantics of plural i ty. I  wi l l  assume that the rules
(2) and others ult imately give representations in LF in a rather conventional form,
with quanti f iers and variables, for some empir ical arguments. cf.  Chonrsky (1975c).

I  assume that the rules ( l)  and (2) meet the fol lowing condit ions:

(3) Cycle: transformational rules. e.g., ( l) ,  meet the condit ion of the (str ict)
cycle; the subjacency condit ion is a property of cycl ic rules, i .e.,  part of the
definit ion of the cycle.

(4) Proposit ional- island condit ion(PIC)

(5) Specif ied subject condit ion (SSC)

I  understand the not ion of  the cycle here in the sense of  Chomsky (1973,(51)) .
with the quali f icat ions given there. Assuming that transfornrational rules are either
cycl ic or postcycl ic, i t  fol lows from this formulation that the rules(l),  specif ical ly
( lb), are cycl ic, since they apply in embedded structures.l  I  wi l l  understand the
zubjacency condition as holding that a cyclic rule cannot move a phrase fronr posi.
t ion Y to posit ion X (or conversely) in (6):

(6) . . .X. . . [ " . . .  |p. . .Y .1 .  . l . . .X. . . .whereaandpare
cycl ic nodes

For the present, I  wi l l  take the cycl ic nodes to be S and NP; on the effect of other
choices, see below.

The subjacency condit ion applies to cycl ic rules only; hence to cycl ic transfor-
mational rules but not to interpretive rules or to postcycl ic transforl lat ional rules.
Thus for many people (myself included), such examples as (7) and (8) are ful ly
acceptable:

(7) we u)ant very much Ig.for I pp plcrzres of each otherl to be on salel

(8) the men expected [S t/rat 1*, pictures of each otherl would be on salel

Similarly, a postcycl ic rule such as t l le major case of French cl i t ic nrovement (cf.
Kayne, 1975) need not, on these assumptions, meet the condit ion of subjacency.
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I t  fol lows that r ightward.movement rules are "upward bounded" (cf.  Ross, 1967;
Akmajian, 1975). But I  am assuming that the same is true of " lowering rules" such
as quanti f ier movement, and leftward-movement "raising" rules. l t  is easy enough
to f ind phenomena that appear to violate the subjacency condit ion. Consider, e.g.,
the sentences (9), (10), where there is a relation between the phrase in bold face
and the position marked by f , "violating" subjacency under the assumption that the
rule in question is a movement rule:

(9) John seems lgto be certain [5 r to win] J

( | 0) who did Mary hope [g that Tom would tell Bill [g that he should yrsir r I I

Putting the matter more carefully, a proposed condition on rules, such as subja-
cency, cannot be confirmed or refuted direct ly by phenomena of this (or any other)
sort. A condition on rules can be conllrmed or refuted only by rules, which observe
or violate it, respectively. If the rule of NP-movement that yields (9) applies suc-
cessive cycl ical ly, as often assumed, then the rule wil l  observe subjacency. I f ,  as I
have argued in the references cited, the rule of wh-movement appl ies successive
cyclically, then it too will observe subjacency, giving (10). To find evidence to
support or to refute a proposed condit ion on rules, i t  does not suff ice to l ist unex-
plained phenomena;rather, i t is necessary to present rules, i .e.,  to present a fragment
of a grammar. The confirmation or refutation will be as convincing as the fragment
of grammar presented. This is a simple p-oint of logic, occasionally overlooked in
the l i terature. The status of condit ions on rules is empir ical,  but evidence can onJy
be indirect and the argument, one way or another, is necessarily rather abstract and
"theory bound."

\f  The condit ions (4) and (5) (PIC and SSC) refer to structures of the form (l l ) ,

1)9 where a is a cyclic node:

( i l )  . . .x. . . [o. . .Y. . . ] . . .x. . .

As in the case of subjacency, I wi.ll take S and NP to be the cyclic nodes, delaying
the discussion of other choiccs unti l  later. PIC (the "tensed-S condit ion" of the
referencesci ted)assertsthatnorulecan"involve" XandY wherea isaf in i teclause
(tensedS). SSC asserts that no rule can "involve" X and Y where a contains a spec-
if ied subject, i .e.,  a subject not containing Y and notcontrol led byX(l modify an
earl ier formulation here; I  assume that y contains ),).  l f  q contains a subject, then
only the subject is accessible to rule, if the subject is specified in the defined sense.

The term "involved in" was left  del iberately vague in the exploratory studies
cited above, as was the category of rules to which the condit ions are relevant. We
nray sharpen the formulation somewhat to include the desired cases and exclude
unwanted ones. Let us restr ict attention to rules specif ied in terms of a structural
condit ion and a structural change, in the usual sense of transformational grammar
(cf .  Chomsky, 1955, 196 l ;Chomsky and Mi l ler ,  1963;Peters and Ritchie,  1973).
We furthermore restr ict attention to structural condit ions of the elementary form
(12),  where di  is  a constant orai  = vbl ,  and each constant may be ei therasingle
element of the X-bar system or a terminal string (perhaps only a single symbol):
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( t2) (or, .  .  . ,oJ
A terminal str ing with the successive factors.rtr. .  . ,r ,  and the phrase marker K is
subject  to the structural  change, wi th these factors,  just  in case (xt , . . . ,xr)  is
analyzable as (12) with respect to K; i .e., .r ,  is an aj r^, i th respect to K, where an
arbitrary str ing is avbl.Ct. references cited, and Chomsky (1975c).

We now say that a transformational rule involves X and Y when i t  nroves a phrase
from position X to position Y and a rule of construal involves X and Y when it
assigns I/the feature [+anaphoric to iJ , where X has the index i (or conversely, in
both cases). The two cases wil l  be unif ied below.

Following a suggestion of Jean-Roger Vergnaud, we modify the definition of
PIC, stipulating that a is the cyclic node inlmediately dominating the category of
I/ .  Then rule (2b), giving (8), wi l l  not violate PIC. For discussion of the effect of
PIC and SSC on postulated rules of grammar, see Chomsky (1971, 1973, 1974,
l975b,c); Lasnik and Fiengo (197i; Kayne (t975); Fiengo and Lasnik (1976);

Quicol i  ( forthcoming a, b, c); Pol lock (1976).
Plainly, rules can vary from language to language within the constraints imposed

by UG, but i t  is often assumed that condit ions on rules must be invariant. This
assumption is somewhat arbitrary; cf.  Ross (1967); Bresnan (1912); Chontsky
(1973). There is no a priori  reason not to assume the opposite, and in fact, a very
high level of explanatory adequacy might well be attained by a theory of UG that
permitted either rules or condit ions to vary, within f ixed l imits, To consider a case
in point, Kim (1976) observes that rules of anaphora in Korean meet a condit ion
rather l ike PlC, but with a somewhat dif ferent condit ion on c of ( l  I) .  There is no
formal dist inct ion in Korean between tensed and nontensed clauses, but there is a
cateSory of embedded clauses that are not islands, much l ike the inf init ival clauses
of Engl ish and the Romance languages: namely, thecomplementsof acertainclass
of "assert ive" verbs. I t  is interesting that these verbs are very close in meaning to
the verbs that in English take infinitives. Thus we can formulate a variant of Plc for
Korean, with the condit ion on c modif ied, and we can sugg,est a somewhat more
abstract formulation of PIC of which English and Korean are special cases. In the
absence of more extensive work on rule systems in other languages, I am reluctant
to sugg,est anything further. Note again that evidence bearing on questions of this
degree of abstractness requires a fair ly credible grammatical analysis, since only
rules, not phenomena, have bearing on the validity of conditions on rules.

Similarly, appl icat ion of SSC in a language depends on the characterization of
the notion "subject" in this language. The work cited on English and Ronrance
seems to require a formal definit ion of "subject" in much the sence of Chomsky
(1955, 1965). For some case languages, one might want to characterize "subject" in
terms of such notions as ergative, absolut ive, or nonoblique. l lale (1976) proposes
certain conditions on what can be taken as subject in the syntactically "unmarked"
situation;in accordance with his approach, a language might characterize the notion
"subject" dif ferently, but at a cost in the grammar, in accordance with the logic of
markedness. One would expect that current work in "relational grammar" will stred
much l ight on these questions. For the moment, I  would prefer to think of the
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condit ions cited as instances of condit ion-schemata, part of the core grammar of

English, pending further relevant work on rule systems that may ProYide evidence

bearing on their viability and the more general formulation of the relevant schemata.

In Chomsky ( 1973), two approaches to interpretat ion of condit ions on rules are

contrasted, an absolute and a relat ive interpretat ion;and the relat ive interpretat ion

is proposed for conditions of the sort discussed there, including (4) and (5). Under

this interpretat ion, a condit ion does not impose an absolute restr ict ion aSainst

rules of a certain type (e.g., in the case of (4), rules not subject to PIC);rather a

rule nrust be interpreted in accordance with the condition unless otherwise speci-

fied. Thus, one might construct a rule to "violate" the A-over-A condition, but only

at a cost: the rule would have to make explicit the relevant structures so that it can

apply without failing under the condition. "The logic of this approach," as noted,
" is essential ly that of the theory of markedness." That is, the condit ions become an

integral part of an evaluation measure, rather than imposing absolute prohibitions. I

wi l l  continue to pursue this assumption here.
Let me now state the point somewhat more exactly. Assuming transformations

and rules of construal to be defined as indicated above,in termsof (12), letussay

that oi ,  apiateadiacent in(12) i f  eachisconstant( i .e. ,*  vbt)  andanyterminter-
vening between them is =vbl ( i .e.,7=1, or i=2 and ai+t = ubl;  these are the only

cases we need consider in this rudimentary, but perhaps adequate theory of rules of

transformation and construal).
Suppose now that we limit attention to rules of construal. Each such rule relates

two categories of the phrase marker, assigning to one (the anaphor) the feature

[+anaphoric to i ] ,  where i  is the index of the other (the antecedent). Let us say
that tlre antecedent and the anaphor are involved rn the rule if they are adjacent;
ot l terwise not. Specif icat ion of constant terms intervening between antecedent and

anaplror wi l l  then nrake the condit ions inapplicable, at a cost, in accordance with

the logic of markedness.
Consider now transfonnational rules, specif ical ly, movement rules, which we

assume leave trace. It is natural to regard the relation between a moved phrase and
its trace as essential ly bound anaphora. Furthermore, by pursuing this suggestion
we can derive. in an interesting class of cases, a principled explanation for the fact

that certain rulesand rule sequences are permissible while others are not;cf. Fiengo
(1974), Chomsky (1974,1975b). But now observe that we can extend the notion
"involved in" defined for rules of construal to movemenl rules by permitt ing the

latter to apply freely, then applying the condit ions to the moved phrase (the ante-

cedent) and i ts trace (the anaphor). We can then fornrulate a somewhat stronger

condit ion of autonomy of syntax (cf.  Lightfoot, 1976c); namely, the semantic con-

ditions that enter into SSC are restricted to the interpretive rules. Taking this

approach, the movement rule ref lected in the surface structure ( l3a) is blocked for

the same reason that the cases of bound anaphora in ( |  3b), ( I  3c) are blocked:

a. *Bill seems I John to like tl (r = trace of Bill)
b. *Bill expected lMary to like himself l
c. *Bill expected lltlary to find his way homel
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Restr ict ing condit ions (a) and (5), now, to rules of construal,  we interpret them as
applying to transformational rules as filters, in effect; the result of applying a trans-
formational movement rule may or may not yield an appropriate case of "bound
anaphora." I t  might be appropriate to give a simi. lar interpretat ion to the subjacency
condit ion for movement rules-

Under this interpretat ion of the application of con0it ions, we have the relat ive
interpretation referred to earlier. That is,just as a language can have a rule that does
not obsewe the A-over-A condit ion-at a cost, under the " logic of markedness"-so
it  can have a rule that does not obsewe, e.g., plc-again at a cost, fol lowing the
ume logic. As an example, consider the "peripheral ?"ous-Movement phenomena"
of Kayne (1975, pp. 63-64). Kayne argues for a general rule L-lous moving quanti-
f iers to the left ;  general ly speaking, i t  observes the condit ions on rules cited (cf.
Quicol i ,  Pol lock, for recent discussion). Unexplained in this or any other analysis is
the appearance of the quanti f ier in such sentences as (14), accepted by nrany but
not all speakers:

(14) a. il fout toutes Iqu'elles s'en aillent I
b. il laut tous [eu'on se tirel

ln ( la), the quanti f ier is construed with a pronoun that is within a rensed senrence.
Kayne does not formulate a rule for these examples. He notes that i t  is doubtful
that the L-Tous rule can be modified to apply, for one reason, because L-Tous
applies only when the quanti f ier is not part of a larger Np, which would be false in
these cases. and for another, because tous does not appear wit l ton.2 It  seems that
the phenomena pan be described by a rule such as ( l5):

(uDl, Vt, Q, que, q PRO, yDfi

construing Q with PRo, where v* is a certain class of verbs includingfailoir, vouloir,
Q is a quanti f ier, and o is either nul l  or is a , .suff iciently short" Np; apparently,
informant judgments, which are ar best confl icl ing, strongly prefer pronouns or
simply proper nouns, with acceptabi l i ty rapidly decl ining as o beconres more conr-
plex. suppose that (15) is the rule, more or less. Then, we do not have a violat ion
of PlC, under the relat ive interpretat ion of condit ions just outl ined. the cost being
the complexity of the rule (which does not str ict ly fal l  within the framework(12),
incidentally). That is, PRo (or trace, if we regard the rule in question as a move-
ment rule) is assigned the feature [+anaphoric to e] ,  but e and pRO are not
r{}acg1t. As to whether this approach is general enough to deal with al l  such cases
ud no more, I  would not hazard a guess, at this point. Note again that rhe question
only arises when we can make a fair guess as to the relevant rule. phenonrena nray
be suggestive, but str ict ly speaking, they tel l  us nothing.

As formulated, condit ions wil l  apply to a construal rule when antecedent and
rnaphor are either (a) separated by vbl or (b) separated by nothing, i .e.,  successrve.
case (a) is the general one; i t  is the famil iar case of rules applying "over a variable."
An example is wft-movenrent within a clause. Exanrples of (b) are few, and perhaps
this case should be el iminated. one possible example is quanti f ier movement (or

(  l3)



78 NOAM CI{OMSKY

construal;  i t  is irrelevant for present purposes whether the quanti f ier ' is moved or

generated in place and interpreted), as described in Fiengo and Lasnik (1976), with

the structural description ( l6) for the associated surface filter.

(16) (vbl ,  t  ,NP, Q, Xn, vbt)

where we take Xn to be an element of the Xbar system standing for the categories

NP, VP. AP, and r to be the trace left  by movement of the quanti f ier Q. The rule

wi l l  permit  (  |  7)  but  not (  l8) :

( l7) 
^. 

I gave the men all Presents
b. I persuaded the men all to leave

c. I painted the houses all reddish-yellow

( l8) I saw the men all

But as noted by Postal (1976), although ( I  7b) is acceptable' (  l9) is not:

(  le) I pntntisa<l lhe nten all to leave

Assurrr ing these judgri lerrrs. Fiengo anrl Lasnik obscrve that we can explain the facts

on the basis of a version of SSC that they fomrulate. Making sl ightly dif ferent

assuntpt ions than rhey do. suppose we assunre the structures of( l7b) and (19)to

be essential ly (20), where v is either persuade ot promise'

(20) I  -  v -  r  -  the men-al / -  [  PRO' to leavef

Suppose we take PRO in (20) to be nonterminal-in effect, a feature on the subject

NP; reasons wrll be given below. Then (20) is subject to the analysis (16), and the

rule relat ing al l  and t should apply. Suppose now wewere toextend ournotion of

" involvement" to relate also adjacent constant terms, one of which is either ante-

cedent or anaphor and the other a constant cateSory of the X-bar system. Then the

pair (atl, to leave) is involved in the rule. Suppose tlrat we modify the notion

"specif ied subject," in a not unnatural way, revisingSSC so that given ( l  l ) ,  no rule

can apply i f  X and Y are involved in the rule and q contains a subject not containing

Y arrd not control led by the category containing X or i ts trace (a sl ightly dif ferent

forr lulat ion is needed i f  we take the rule to be one of construal).  This modif icat ion

teaves other cases unchanged. but now we wi l l  der ive ( l?b) andnot(19)byvir tue

of fanri l iar propert ies of control.  The case is interesting in that the constant terms

"involved" are Q and VP, although the application of t l re rule related NP and Q.

Judglnents are unfortunately somewhat variable in the relevant cases and there are

other possible analyses, but perhaps we can take this exarnple at least as an i l lustra'

t ion of the logic of the problenr, and perhaps an actual i l lustrat ion of the operative

principles. though l  am rather skeptical.

Assuming this framework, with or without the modif icat ion just discussed, we

have such examples of appl icat ion of condit ions as the fol lowing:

(21) Reciprocal ntle:
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b. SSC: (i) they seem to me I t to like eoch otherl
(ii) *I seem to them I t to like each other ]

(iil) wlut book do they expect f to read t to each other I
(iv),what book do rlrey expect lt to be read to each otherl
(v) .whot book do they expect I Bilt'to read to each other I

Disioint reference:

a. PIC: (i) they want lthem to winl (they f them)
(ii) they prefer [that they winla

b. SSC: (i) they seem to me It to like theml (they f them,1
(ii) I seem to them [t to like them I
(rii) whot book do they expect Ito rcad t to theml (they f them)
(iv) whot booles do they expect I t to be read to them I
(v) whot book do they expect I Bilt to read t to themlS

NP-movement

a. PIC: (i) Bill is betieved lt to be a fooll
(ii) .Bill is believed [t * a foot]

b. SSC: (i) Iohn seems lt to like Bill I
(ii) tBill seems f John to like t 16

Clitic movement ..'l

a. PIC: From inf init ives, but not tensed clauses, by plC 8

b. SSC: (i) cela lelfera ttldphoner t d ses parentsl
(compare ce gargon in place of /e in base posit ion)

(il) *cela leur fera lt4l€phoner ce gargon r] (compare I ses parents
in place of leur in
base position)

(lii) elle lui fera I boire du uin r] (comp arc i son enfant in place
of ftri in base position)

(iv) iqui cette nouvelle m'a-t-elle fait It1lCphoner t(qui)t(ne)l
(compare d Jean in place of moi in base position)

Quanti/ier movemefi 9

a. PIC: (i) J'ai tout voulu lui laisserlmanger t(tout) t(lui)l
(ii) *J'ai tout voulu I que Maie mange tl

b. SSC: (i) Jbi tout laissi [manger t a Jeanl
*i'ai tout laisse [Jean manger t I
tPiene m'a tous sembl6 | r (Pierre) les avoir t(tous) tusl
I ordered the boys lto have each finished the work h_t, ruxtnl

*l promised the boys f to have each finistrcd the work by noonl

crf
o

a. PIC: (i) they wont I ach other to winl
(il\ *they prefer lthat cach other winl'
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L'xtraposition from NP

SSC: (D la review of John\ bookl come out yesterday ,

(ii) a review came out yesterday of John's book
(iii) l&itl's review of John's book I came out yesterday
(iv) *Bill's review came out yesterday of John's book

These are typical i l lustrat ive examples

Note that the subjacency condit ion implies the complex noun phrase constraint
(CNPC) and also the wlr- island constraints, when taken in conjunction with SSC and

an independently motivated condit ion to block r" l  remember what who saw"

whife perrr i t t ing " l  remenrber who saw what" ;cf .  Chomsky (1973,1975b),  for  d is '

cussion. Thus any rule subject to subjacency must meet the CNPC and the wft'

is land constraint.  which are independent(cf. ,  e.g.,  *"what do you wonder who saw";

cf.  Chonrsky, 1973, for discussion of some problematic cases).10 On the other

Irand, interpretive rules, which do not observe subjacency. do not, on these assumP'

tions observe these constraints. Thus on tlrese assumptions we should have such

sentences as (22):

(22)
^. 

they heartl lsome funny stories about I picures of each other llrl
b. they developed lsome stange attitudes about I each other's booksll

We return to some examples involving rules of construal and wh' islands below.

When we consider interpretive rules that do not, I  bel ieve, fal l  within the range

of rulcs of construal as considcred here, thc situation seems reasonably clear. For

exanrple, in languages where relat ivization involves no movement rule at al l  but

sinrply interprets a base-generated pronoun in the relat ive clause,l2 relat ivization

can violate the usual constraints fair ly freely, as noted by Ross (1967) and many

others since. tn Hebrew, for example, there are two Processes of relat ivization, one

involving a movement rule (with optional delet ion of the moved pronoun i f  i t  is a ,

direct object, and, I  assume, obl igatory delet ion i f  i t  is the subject) and the other

involving just interpretat ion of a base-generated pronoun in the relat ive clause. The

movement rute observes the usual constraints; the interpretive rule violates them

fair ly lreely. For exanrple, we have (23):

(23) i ze ha-ii -se (oto) ro'iti etmoll
( th is- is the-man I that  (h im) I -saw yesterday])

ii. ro'iti et ha-ii I 3e natata Ii et ha'sefet I ie hu katov oto lJ
( l  saw the-nran Ithat you Save me t l te-book Ithat he wrote ir ]  ]

The same is true in the (rather artificial) English such that construction' which,

though not parl  of normal English, can be used readi ly by English speakers without

instruct ion, suggesting that they are drawing from resources of UG. Similarly,

left-dislocation in F.ngl ish (using the ternr in a sense extended beyond Ross, 1967)

al lows such structures as (24):

(24\ as J'or as John is concerned, I will never believe the claims that have been

made afutut him

ON WH-MOVEMENT

In (24), f tr 'm is understood to refer to John, "violat ing" CNPC, the dr- island
constraint,  and subjacency. I f  our approach is correct, then, no movement rule
applies in this case. Nor can a rule of construal apply, on the assunrption that these
rules are subject to PIC and SSC. A nalural approach,l  think, is to assunle that pro-
nouns are base-generated and permitted to refer freely (Dougherty's "anaporn rela-
t ion"; cf.  note l2). Thus, the base rules could have introduced arbitrary NPs in the
ital icized posit ions of (23i i) ,  (2a). ln some cases, rules of bound anaphora (e.g..
(2b)) l imit the choice of NP to bound pronouns, in effect. In the present case, how.
evcr, i t  is not a rule of construal that is involved but rather a rule of a dif ferent cate-
gory that we may cal l  "rules of predication" (cf.  Faraci,  1974). The rule of inter.
pretat ionforrelat ivesrequiresthattherelat ivebe takenasanopensentencesat isf ied
by the enti ty referred to by the NP in which i t  appears;hence there must be an NP
in the relative that in interpreted as having no independent reference -i.e., a pronoun
with the appropriate inf lect ions that can be given the "anaphoric" interpretat ion.
The requirement is met automatical ly where relat ivization is by a nroventent rule,
under the trace-theoretic assumptions of the references cited. Left-dislocation might
be assumed to have a similar rule. The proposit ion must be "about" the i tem focused
in the left .dislocated phrase. How close the relat ion of "aboutness" must be is un.
clear; some speakers seem to permit a rather loose connection, roughly as in the
somewhat comparable Japanese wa- constructions that are said to permit, e.g., (25):

(2t as for the circus (circus-t+v), elephonts are funny
In the narrower case, where the left-dislocated phrase is an NP, the situation is
comparable to relat ives. So interpreted, the rules in question fal l  completely outside
the framework I have so far discussed and are not subject to any of the conditions
cited,,asseemsto be the case. The same is true of rules that are not rules of sentence
grammar at al l ,  e.g.,  VP-delet ion, which, as observed by Sag and Hankanrer (1976\,
can apply across speakers in discourses and" correspondingly, is not subject to prin-
ciples or.sentence grammar; cf .  (26):

(26) a. Speaker I : John didn't hit a home run
Speaker 2: I know a woman who ditl

b- John didn't hit a home run, but I know fo woman who rlid-l
c. that John didnl hir a home run is not surprisitrg, but that Bill knows

thot John didn't-is o real shock.

Cf. Sag (1976, forthcoming).
Before turning to wft-movement. I  want to say a word about "trace theory."
Let us continue to assume, as before, that categories introduced in a base deri-

vation are indexed. Thus rules of construal can be given in the form described and
derivations can simply be extended to LF; the propert ies of deep structure relevant
to LF, and only these, are represented in surface (or shal low) structure. The question
lhen arises, what happens to the indexing of phrases under a lnovenlent rule? For
srkeof i l lustrat ion,suppose that English contains a rule of NP-postposing, one com.
ponent of the passive rule, as often assumed. What does the theory of transforrnations
tel l  us about the derived consti tuent structure given by application of this rule?

m
P
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Suppose that the structure to which the rule applies is(27):

(27) [ 5 [ pp_ ./ofrr] lyp be+en &r7l [*r- Biltl by [Nn* "l I I
The rule of NP postposing moves NP;, replacing the terminal identi ty element e, in

NPp. l t  is natural to assume that the moved NP, John,retains i ts index, so that in

place of NP1. we have NPi of (27). l t  is general ly assumed-and i f  we accept the

lranrework of Emonds (1976\, must be assumed- that the NP subject position

remains after application of the rule, but that it is not filled by a terminal string.

The position will later be filled by a structure-preserving rule of NP-preposing. Thus

we do not assume that after NP-postposing (27) is just a VP. Fol lowing these

assurnptions, the output otNP-postposing is (28):

(28) [s [Nr,  e l  l  r*be+en l r i l l  lnptBi l l l  by [Np, f ren] l l

On the same assumptions, after NP-preposing we wil l  have (29):

(2e) [s [Npi ai l l l  [vp be+en ki l l  [Npl"]  6y lunr Johnll l

We nray now def ine the substructure I  Npr c l  of  (28) as the " t race" of  NP, (  =

I pp, "/<rlrn I  ) .  and represen t i t  by conven t ion as t( i )  (read : "trace of N P; ").  Similarly '

the substructure I l rp,  e l  of  (29) is the t race of  NP;,  represented ast( i ) ' ' '  We may

think of . . trace," theh, as an indexed NP, with nul l  terminal. The notion "trace,"

taken (as i t  nrust be) as a functign, fal ls natural ly out of sortre reasonable assump-

t ions about derived consti tuent structure.

Consider now the status of the i tem often writ ten as PRO, which appears in such

structures as (20). We may take PRO to be just base'generated (x),x a variable;

i.e., as base generated NPr an NP without a fixed index. The index is then assigned

by a ruf e of control. E.g., in (2Oi), if v = persuade and the nan is NPr, then PRO will

bectrnre NPl. and i1 v = promise and I is NPr, then PRO wil l  become NPr' In the

forrner casc, PRO = r( i) ;  in the latter, PRO = ( i) .

I t  fol lows. then, that trace and PRO are the same element;they dif fer only in the

way the index is assigned-as a residue of a movement rule in one case, and by a

rule of control in the other. We would expect, then, that trace and PRO have the

same efl 'ect on rule appl icat ion. This seems to be the case;cf '  chomksy (1975c) for

some discussion, fol lowing Quicol i  ( forthcoming, a). Note also that PRO is non'

terrninal,  as required in the discussion of ( l6){20).

So conceived. trace theory ( incorporating the theory of PRO), is a tr ivial modif i '

cat ion of the conventional theory of transformations, making expl ici t  assumptions

atrout derived consti tuent structure that are fair ly conventional, taken together

with a theory of indexing that is rather natural within the frantework of EST. But

there are substantial empir ical consequences t lrat result from nraking expl ici t  these

assurnptions.
This completes the review and restatement of the general framework I want to

assume. Let us now turn to the rule of wh-movement. In this section too I wi l l

reformulate some assumptions of the work already cited.

According to the conceptions just outl ined, wft-movement leaves a nonterminal

trace, just as al l  movement rules do. That is, the posit ion from which the w&-phrase

ON WH-MOVEMENT

moved remains in the derived consti tuent structure with i ts index, identical to the
index of the w/r-phrase, now in COMP. It  seems clear that words such as who, what.
etc.,  should be regarded (at least in questions) as quanti f iers of some sort.  Thus at
the level LF, the sentence (30) wil l  be represented essential ly as (31);

who did John see?

for which x, x o person, John saw x l5

There is good reason to suppose that the rules extending a derivation to LF form
such expressions as (3 l) ,  and that variables are introduced in other ways as well ,  in
part icular, by the expansion of NP quanti f iers such as every and by a rule of FOCUS.
Cf.Chomsky(1975b.c),where i t  is shown that a variety of "cross-over phenomena"
can be explained on this assumption, modifying an approach proposed by Culicover
and developed by Wasow (19'12) to a set of problems discussed f irst by Postal
(1971).Thevariable introduced by the rules giving the meaning of quanti f iers (w/ro,
every, etc) is a terminal symbol of LF. Therefore, although the structure result ing
direct ly from wft-movement does not have a terminal symbol in the posit ion of
trace, the structure result ing from the interpretive rule expanding the quanti f ier
does have a terminal symbol in this posit ion.

In Chomsky (1975c), I  referred to trace as a terminal symbol. That was an error.
I t  is not trace that is a terminal symbol but rather the variable introduced in the
position of trace by the rules giving the meaning of such quantifiers as every and
wlto (and also by the rule of FOCUS). Difficulties in the assumprion that trace is
terminal were shown by Lightfoot (1976a) and Pollock (1976). Furthermore. the
assumption is incompatible with the analysis of quanti l ' ier-movement (or interpre-
tat ion) given above, fol lowing (essential ly) Fiengo and Lasnik. The error of identi .
fying trace i tself  as the variable within the scope of the wlr.quanti f ier. which is
overconle in t l te nruch more natural theory just outl ined, resulted front concentrat ion
on too narrow a class of w/r-phrases. Thus when we consider only such sentences as
(32), the trace can be virtual ly identi f ied with the variable:

(32) wlrc did Mary say thot John kissed t

But the dist inct ion beconres obvious when we consider more complex cases, such as
(33), (3a):

(30)

(3 t  )

a
d)

(33)

(34)

whose book did Mary read t

pictures of whom did Mory see t

(35)

(36)

Here, trace marks the position from which the w/r-phrase was moved, but the rule
expanding the quanti f ier w/r wi l l  have to yield the LFs (35), (36), respectively:

for which x, x a person, [Vary read lx's bookl

for which x, x a person, Illa4, sav, lpictures of xl

Correspondinglv, the conect LF for (32) slrould be (37):

(37) for which x, x a person, Mory said that John &tssed [x ]
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The LF (37) has a terminal symbol, x, in the posit ion of the NP source of dto, but
(32) has only a trace. i .e.,  only the structure INr, e] ,  where i  is the index of who.

The rule of interpretat ion for wft-phrases must introduce the expressions given in
brackets in (35){37) in the posit ion of trace. We may take the rule to be essential ly
as fo l lows:16

(38) Given an S of the form:

lg6yp.- [wlr .Nl-- [+wH]l  [s . . . I  . . .  ]
where / is the trace oi [wft-Nl ,  rewrite i t  as:

[6syp forwhichx, x anNl,  [s. .  .  [ "x- ]  . .  .  l

The framework assunred here is that of Chonrsky (1973), and the analysis can be
extended to the other cases discussed there; cf.  Vergnaud (1974), forextension to

relat ives.
Note that on this theory, the phonetic consequences of presence of trace are

l imited to the terminal symbols(variables) introduced by the rule (38). We can then
maintain the analysis of such examples as (39) as outl ined in Chomksy ( 1975c), but
without the complications noted by Lightfoot (1975c):

(-3e) 'who do you wanna see Bill

Similarly, consider the case of French l iaison discussed by Selkirk (1972). She
observes that in one style, there is no liaison across the site of wlr-movement, though
there is l iaison acress the site of raising of NP to subject (and, i t  seems, cl i t ic move-
nrent, though she states that the facts are obscure in this case). According to the
present theory, NP-raising and cl i t ic movement cannot have phonetic effects, but
w/l-nrovement may, depending on the ordering of the rule(38) and the rule of l iai-
son. In fact, i t  seenrs that speakers of French agree that there is l iaison across the
raising site, but there is much variat ion and uncertainty about the wlr-movement
cases. Perhaps this means that the ordering of rules is rather uncertain in this (some-

what art i f ic ial) style. Unfortunately, the relevant data are much less clear than one

might hope, and since the style in question is not conversational but rather taught,

i t  is not so clear how seriously one can take the facts. Some educated speakers
regard t lrem as quite dubious.

To sunrmarize, we assume that when a phrase moves by a transformation, its

category renrains as an "unfilled node," and that the moved phrase and the original
posit ion have the same index. The unfi l led node label led i  ist( l) ,  the trace of Pr, the
phrase moved from position i. The trace will invoke SSC and is available for assign-
ment of thernatic relat ions. PRO and trace are identi f ied; they dif fer only with

respect to the origin of the index. The posiiion of trace may be filled by a phrase

containing a variable. by expansion of a quanti f ier. There may be phonetic effects

of  t race in the lat ter  case.
The rules and condit ions given so l 'ar permit wft-movenrent within a clause, giving

such sentences as(40), but not extract ion ofw/r-phrases from a clause,l? as in (41):

who did Alary meet t

wlut tlid you tell lllarS, that shc should meet t

ON WH.MOVEMENT

The two cases are in fact quite dif ferent in character. Many languages pernri t  the
first but not the second (e.g., Russian, German). Furthermore, whereas wft-move-
ment within a clausc is unconstrained, extract ion from a clause is lexical ly governed,
as has frequently been remarked. Thus we have such examples as (42):18

(42) a. *whot did John complain that he had to do this evening
b. 'what did lohn quip that Mary wore
c. ?who did he murmur that John saw

Just what property of the matrix VP permits i t  to be a "bridge" ( in the sense of
Erteschik, 1973), pernri t t ingescape of the w/r.phrase from the S "island," is unclear.
Some proviso is necessary, however.

Suppose that we formulate the basic rule of wl l-movement essential ly as (43):

(43) move wft-phrase into COMP

The rule wil l  apply freely clause-internal ly, but wi l l  not yer rnove the wlr-phrase
over a bridge. We may then formulate a language-specif ic COMP-COMP movement
rule (44):

(44) move wft.phrase from COMP to a higher COMP over a bridge

The structural descript ion of this rule (subject to nrodif icat ions about placement in
COMP to be discussed) wil l  be approximately (45):

(45) (COMP, X, wh.phrase, uDI), where X contains a VP with certain special
properties

If we incorporate the "bridge" propert ies in (a5), then the rule wil l  not fal l  srr ict ly
within the formal we have proposed for transfornrational rules. Moreover, under the
relat ive interpretat ion of condit ions discussed before, i t  nt ight be argued that the
condit ions are inapplicable; more precise.ly, i t  is easy to see how "involved in" can
be sharpened so as to rnake them inapplicable, along the l ines discussed earl ier. Sup-
pose, alternatively, that we dispense with (45) and interpret the "bridge" condit ions
u condit ions on rules o[ interpretat ion. Then COMP-COMP movement by (a3) wil l
be blocked by the conditions. We must therefore introduce a language.specific
proviso in ( l  l ) ,  for English, namely, (46):

(46) where I is not in COMP

Which of these approaches is preferable is unclear. I will assume the latter, with-
out much reason. Thus we add the language-specif ic proviso (46) to ( |  I  ) ,  permitt ing
COMP-COMP movement, and we assume that the "bridge" condit ions fal l  within
the interpret ive rules,  e i ther Sl- l  orSl-2 (cf .  Chonrsky,  1975b. c;Erresclr ik,  1973).

Sentence (al) wi l l  be fornred, as in the references cited, by successive-cycl ic
application of wl-nrovement, now urrderstood to be reapplication ol (43). The rule
is subject to al l  of the condit ions on movement rules. so that we lrave the conse-
quences already noted. l9

Continuing to adopt the framework of the references cited. as modif ied above, I
wi l l  assume that the rule (43) places a wlr-phrase within the COMP node ro the left

@
g3

(40)
(41)
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of [ tWH], which is real ized phonetical ly asthat, /or, or nul l .  There are a number of
apparently rather idiosyncratic rules that determine the phonetic real izat ion of the
items in COMP. A forrnulat ion given in Chornsky (1973) can be considerably im-
proved and extended. but I  wi l l  not 8t> into the matter here. One general rule for
Modern Englislr is that sequences of the form wft-phrase *complementizer are not
pernri t ted, as they were in earl ier stages of the language. Thus we wil l  have rules
such as (47).  (a8):

(47) wlr.phrase becomes nul l

(48) a. t/ral beconres null
b. y '- lr  becomes nul l

One of the three must apply. By general condit ions on recoverabi l i ty of delet ion,
which we may assume to exist though they are not understood in detail, (a7) will
be inapplicable when the wft-phrase contains actual lexical content (e.g., preposi-
t ions,  possessives,  etc.) .  The rules(48) apply nrore broadly;e.E.. that  can be deleted
under certain circunrstances in nonrelat ives, /or is deleted immediately fol lowing
verbs of the want category and under certain circumstances before fo. etc.

I  wi l l  assume thal t l re wlr-phrase moved by the rule is as deterrnined by Bresnan's
relat iv ized A-over-A pr inciple (cf .  Bresnan, 1976a;Woisetschlager,  l976,Sag, 1976,
for sonrewhat dif ferent versions).

The rule of wft.nrovement has the fol lowing general characterist ics:

(49) a.  i t  leaves a gap
b. where there is a bridge, there is an apparenl violat ion of subjacency,

PIC, and SSC
c, i t  observes CNPC
d. i t  observcs wlr- island constraints

The propert ies (49) fol low, on the theory outl ined, from the assumption that
wlt-movement nroves a phrasc ( inrplying (a)),  observes SSC, PlC, and subjacency
(implying (c) and (d)20). and is pernri t ted from COMP.Io{OMP under "bridge"

condit ions ( implying (b)).
So far, I  have been recapitulat ing and sonrewhat revising earl ier work. Now I

want to turn to the main question of this paper, namely.(50):

(50) Where we f ind the configuration (a9) in some system of data, can we
explain i t  on the assumption that the configuration results from wft-
nlovement?

In other words. docs the configuration (49) serve as a kind of "diagnostic" for
w/t-rrrovenrent.  That i t  rnay l ras becn suggested. qui te tentat ively and without elab.
orat ion.  in ear l ier  work.  I  now want to invest igate the plausibi l i ty  o l ' the content ion.
The fol lowing remarks, lhen. have a narrower and a broader ainr. The narrower aim
is to provide evidence that certain exarnples with the configuration (49) may in
fact plausibly be understood as cases of wrh-movement- The stronger aim is to sug.
gest thal lhis may be true in general.  By the logic of the question, the stronger
proposal cannot be demonstrated but only suggested-

I wi l l  assume, fol lowing the analysis in the references cited, that w&-movement
is what underl ies restr icl ive and nonrestr ict ive relat ives and direct and indirecr ques.
t ions. There are, of course. some dist inct ions among trrese cases. sonre of them can
be accounted for by considering the contexts in which the wft-movement rule
applies. E.g., questions but not relat ives can have wi-movement of adjective phrases,
but this distinction will obviously follow from the rule of relativizaiion, whether it
is a raising rule (cf.  vergnaud, r974) or an interpretive rule. In other cases, srrpu.
Iat ion may be necessary to dist inguish some types from others (though this is not
obvious), but i f  so, there seems no compell ing reason to suppose that the st ipuration
is a condit ion on the w/r-movement rule i tsetf.  thouglr even i f  i t  were, i t  would not
material ly affect the point at issue.

Apart from these cases, the best-studied rblevant exampre is the case of compara-
t ives. I t  has been frequently noted (f irst,  I  bel ieve, by David Vetter) that compara-
t ives essential ly have the propert ies (49), and i t  was t lrerefore proposed in chomsky
(1973) and Vergnaud (1974) that "comparative delet ion" is ln real i ty a case of
wlr-movement. The contrary posit ion is argued by Bresnan in an important art icle
(Bresnan, 1975), which, rogerher with Bresnan 1i| lZ, tSl11, consri iutes rhe most
cxtensive and i l luminating study of comparatives avai lable. The issue is conrplex.
Let me try to sort it out.

First '  is there evidence for a wft-movement rule underlying comparatives? For
some dialects of English, there is direct evidence for such a rule, as noted in Bresnan
(1972). Thus many dialects of American E.ngrish normaily have such cornparatives
u(51):

(51) a. John is tallu than what Mary is
b. John is taller than what Mary toltl us that Bilt is

For such dialects, the comparative rule is virtual ly identical to the general rule of
wft 'movement. subject t .  the quali f icat io's given above, i t  seerns that the rule
pstulated for relatives and questions can simply extend to conrparatives, with
essentially no change. The properties (49) will then folow directlv.

But there is evidence (Richard Kayne, personal communication) in support of a
wh-movement analysis for other dialects ot '  English as well .  consider the sentence
(52), where brackets bound internal cyclic nodes:

(52) a. Mary isn't the same as I she wat live years ogo I
b. Mory isn't the same as IJohn believes I that Bitt claimed I thar

she was five years agolll
c. *Mary isn't the sante as llohn bcrieves I Biil's craim I that she was

live years agolll
d. *Mary isn't the same os I I woruler f whether she was five years agoll

This construction has rhe propert ies (a9). The "gap" is an adjective phrase,just as
ln comparatives: we can replace "the same as" by .. tal ler than" throughout. There
ue similar constructions in which even the phrase t&e sarne does not appear, as rn
(53), etc.:

ON WH.MOVEMENT
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(53) a. Ma4) is (nutre or less) as she was llve years ago
b. lllary is rather Iike John tfutught she was Iin colloquial EnglishJ
c. Mary isn't as John believes that Bill claimed that she was five yearc ago

In these cases. a delet ion analysis. i f  possible at al l ,  seems rather art i f ic ial,  since in
contrast with comparatives. t l tere is no overt matr ix phrase that can tr igger and
control the delct ion. We can easi ly account for (52-3) by a wft.movement rule of
the sort postulated for the dialects that permit (51). The rule wil l  give (54a), just

as it gives (5ab) in the dialects that have an overt wft-form in comparatives:

(54) a. Illary isn't (the same) as lwhat she was live years agol
b. Mary isn't taller than Iwhat she was ftve years agol

Senlence (54b), for dialects that do not permit i t ,  can be regarded as the structure
undcrlying (55) by a rule of wlr-phrase delet ion, fal l ing under (47):

(55) lllary isn't taller than she was five years ago.

The same rule wil l  give (52*3). TIre dialects dif fer. then, in obl igatoriness of w/r-
ph rase dele t ion ; as noted. th is and related rules are subject to a varie ty of apparently
ralher idiosyncratic condit ions.

According to this analysis the sentences of (52)-{53) are regarded as analogous
to those of(56):

(56) a. Mary isa't different than I wlat she was five 1,ears agof
b. It[ar1t isn't Llifferent than lwhat John believes lthat Bill claimed

fthat she was five yeors aColll

c. *Mory isn't different thon [what John believes lBill's claim I that
she was Jive years ogol l l

d. *lllarv i"rr't dilerut than I what I wondtr lwhcther she wus tive
years ago ll

Exanrples (56c,d) are ruled out by subjacency, PIC, and SSC. Under the analysis
that presupposes (54a) underlying (52a), (53a), the same is true of(52c, d), etc.

Proceeding. we rr lay trcat as, than as preposit ions, analogous to than in (56).
This seenrs reasonable anyway i  i t  nreans that such sentences as (57) wil l  be analyzed
as having f inal preposit ional phrases of the form P NP, rather than being derived by
delet ion of  bc f rom (58):

(517 John is taller than Bill

(5ti) John is taller than Bill is

Cf. l lankamer ( 1973) for arguments support ing this analysis of (57).

The analysis of (52-3) along these l ines seems natural and perhaps compell ing. l f
i t  is correct, then al l  dialects t lrat pernri t  (52-3) have a rule of wft-movement forming

comparatives. Therefore. there is no need for a new rule of comparative delet ion.
l f  this is correct, we might propose further that there do not exist rules of "dele-

tion over a variable." Thus the cateSory of permissible rules is reduced, always r
welcome step. Furthermore. we have some support for a positive answer to thc

quest ion (50).  Correspondingly.  we have some evi t lence t l rat  the is larrd consrrarnrs
of(5Oi i i ,  iv)  can be explained in rernrs ofgeneral  and qui te reasonable. .cornpura-
t ional" propert ies of formal grammar ( i .e.,  subjacency. a property of cycl ic rules
that states, in effect, that transformatiopal rules have a restr icted domain of poten-
t ial  appl icat ion; sSC, which states that only rhe mosr "prominent" phrase in an
embedded structure is accessible ro rules relat ing i t  to phrases outside; plc, which
stipulates that clauses are islands, subject to the language specif ic.,escape hatch"
(40;zt; .  I f  this conclusion can be sustained, i t  wi l l  be a signi i icant result,  since suc6
conditions as GNPC and the independent wfi-island constraint seem very curious
and dif f icult  to explain on other grounds.22 whether or not these further conse-
quences prove tenable, i t  seems clear that a strong argument woulcl be required to
show that English has a second rule of comparative delet ion that gives exactly the
same forms as the independently motivated and quite general wlr-movement rule
(subject, again, to rhe quali f icarion on p. 87). I t  would be rather paradoxical for a
language to contain a genera.l rule of wft-movement forming all comparatives (and
much else), along with a second rule (comparative delet ion) that is extensional ly
identical (as a mapping) with the f irst over the subdomain of structures such as
(58).

Bresnan (1975) argues that the rule of comparative formation fal ls rogether with
her rule of compararive subdelet ion, which gives such se ntences as (59):

(59) they have many more enemies than we have-friends

She argues further that comparative subdeletion is a rule of deletion over a variable.
Let us put aside the second contention for the moment and ask whether there is
strong evidence that comparatives fal l  under a rule that gives comparative subdele-
t ion as a special case. I  am not convinced. In fact. [Jresnan cites dif ferences (hat
leem to me signif icant (cf.  pp. 58-9, part icutarly note l0). and t lrat raise a serious
question as to whether these rules are subcases of a single process. A rule to provide
the cases of comparative subdelet ion is no doubt needed, in some form, but i  , . .  no
compell ing reason to suppose that a rule of comparative delet ion wil l  fal l  out as a
special case. I f  not, then there is no reason on these grountls for postulat ing a rule
of comparative delet ion. essential ly dupl icat ing the effects of the rule of wA.nrove-
ment and wl-phrase delet ion ( independently motivated for (51), (-S2), and far more
general in extension) over the subdomain of comparatives. I will tentatively con.
clude, then, that English does not have a rule of comparative delet ion.

It  remains to discuss Bresnan's argument that comparative subdelet ion is a rule
of delet ion over a variable meeting such conti i t ions as (50i i i ,  iv),  and other argu-
ments that she puts forth to show that island constraints cannot be explained in the
terms sugSested here. I will return to these questions below. Note that these consid-
crat ions relate to the query (50) and the broader aim sketched above, but they do
not bear on the question as to whether English has a rule of comparative delet ion in
sddition to u/ft-movement and wl-phrase deletion.

Bresnan notes that comparatives have the cross-over properties discussed by
Postal, wasow and others. She then argues that cross-over propertres are not a
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diagnostic lbr nrovement rules, on her assumption that conrparatives are forrned by

a delet ion rule. I f  she is correct, i t  would fol low that the explanation for cross-over

suggested in Wasow (1912) and in another forrn in Chonrsky (1975b,c) is incorrect

or at least incomplete. since i t  would seem that this explanation could not be ex-

tended to delet ion rules. But i f  comparatives are formed by wft-movement, as

zuggested above, i t  fol lows at once that they should have exactly the cross-over
propert ies of relat ives and questions. the proposed explanations would direct ly

cover the cases that Bresnan cites, with no changes. l t  seems to me fair to take this

as an indirect but signif icant addit ional argument in favor of the hypothesis that
comparalives are fornted by wft-movement. The argument is, in this case, that under
this hypothesis we retain a fair ly general,  and, I  bel ieve. rather convincing explana-
t ion for cross-over phenomena.

The cross-over cases that Bresnan cites are (essential ly) the fol lowing:

(60) a. ntore students flunked than*thought they would (flunk)

b. more students flunked than they thought-would (llunk)

Students is the understood subject of think in (a) and/un& in (b). But in (a), r f ter

can reler to the students, whereas in (b) i t  cannot.
According to a wft-movenrent analysis, the structure of (a) and (b) after wlr-

movement wil l  be approxinrately (6la), (6lb), respectively:

(6 I ) a. more students fiunked than I wh-nnny ( sndents)l It thousht lthey
would fiunklll

b. more studentsJlunked thon llwh-many (students)l Ithey thoughtf t
would llunklll

The structures of (6 l)  are analogous in relevant respects to the direct questions
(62a).  (62b):

(62) a. how mony (students) I  t  thought [ they would f lunk]l
b. how many lstudentsl [they tlrought (did they think) lt would flunkll

The analysis proposed in the references cited accounts for al l  of these cases, in what

seems to me a very natural way, on the basisof fair ly general principles. l t  remains
to be determined whether all cases of cross-over in comparatives fall so readily
undcr t lrc analysis devcloped for wlr-movenrent.

I anr not arguing that a language mighl not lrave two rules yielding a single struc-
'  ture such as conrparatives, but rather that a substantial argument must be Siven to

nrotivate a second rule, part icularly, when i t  is extensional ly equivalent to the f irst

over a subdomain o[ the f i rst.  Cases of "double rules" exist,  i t  seems. Recall  the

case ofHebrew relat ives discussed above (ci.  (23)). Here, however, the two process€s
, do not cover the same domain for principled reasons, as noted.

Let us turn now to another example of a grammatical process that Sives thc

configuration (49), namely, topical izat ion. To begin with, topical izat ion does

yield this configuration. Thus we have (63):

ON WH.MOVEMENT

(63) a. this book, I really like
b. this book, I asked Bill to get his students to read
c. 'this book, I accept the orgument that John should read
d. *this book, I wonder who read

Before proposing an analysis of topical izat ion, let us consider again left-dislocation
as in (64) (cf. (24)):

(64) as for this book, I think you should read it

Plainly in this case, there can be no transformational analysis in our terms since no
transformation can "create" the structure "as for this book" or even more compli-
cated phrases that can appear in this posit ion. Suppose, then, that we postulate the
base rule Rl in addit ion to Bresnan's R2. alreadv assumed:

(6s) Rl:  5 -doP S
R2: S+COMP S

Inaddit ion,weassume the semantic rule of predication already discussed informally
in connection with (24).

As Sag observes, stnictures such as (64) can be embedded, with varying degrees
ofacceptabi l i ty, as in (66):

(66) I informed the students that as far os this book is concerned, they would
definitely have to read it

To accommodate such cases, let us revise rule R2 to (67):

(A1\ ,=(o / '  R2: s *coMp I s I
,Sf

These rules wil l  al low recursiens, giving such sentences as (68):

(68) as for John, as far as this book is concerned, he will delinitely have tcs
read it

I f  such structures are to be permitted, the rule of predication wil l  have to be ex-
tended in an obvious way.

Let us now return to topical izat ion. Suppose that the analysis is just l ike left-
d is locat ion,exceptthat inrheTOPSstructure,s isawlr-c lause inef fect ,akindof
free relat ive, as in conrparatives. Thus (63b) wil l  derive fronr (69), wlr ich in turn
derives from (70):

(69) [F I rop this bookl [S I coup whatl ll asked Bill to get his students
to read tlJl

(70) tltis book, I asked Bill to get his students to read what

To form (63b) from (69) we use the obl igatory rule of wft-phrase delet ion already
motivated for com paratives.

On these assumptions, (63b) is analogous to such sentences as (71):
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(71) a. this book is what I asked Bill to read

b. it is this book that I asked Bill to read

NOAM CHOMSKY

From the point of view of the semantics as well  as the syntax, the analogy seems

appropriate.
In (69) the rules already discussed introduce a bound variable, giving (72):

(72) [5 lrop this bookl [S lcovp what xl l l  asked Bil l  to get his students

ro reod xlll

Deletion of t l re wlr-phrase leaves an open sentence,25 which we may assunre tobc

interpreted by the predication rule that appl ies in the case of left-dislocation and
rela t ives.

It  l i r l lows frorn these assumptions that topical izat ions, I ike Ieft-dislocation,
should be possible with varying acceptabi l i ty within embedded clauses, as in (73):

('13) I informed the students thot this book, they would delinitely hne to read

I seenrs to me that (73) is about on a par with the formally analogous (66).

I t  atso fol lows that topical izat ion should have the propert ies of (a9), as was i l lus'

trated in (63).

Before we leave this topic, let us consider some further consequences of the

analysis. Notice that although topical izat ion is possible within t lrat-clauses, as in

(73), i t  is irnpossible within relat ives or questions. Thus we cannot have (75) corre'

sponding to (74):

(74) John gave away the books to some friends

(75) a. *to whont the books ditl John give away (ro whom did the books

John give away)
b. *whont the b<toks did John give away to

c. *the boy to whotn the books John gave away
d. *the boy whom the books lohn gave away to

The structure under ly ing,  e.g. .  (75c,d) would on our assumptions be (76):

(76) the boy [5 COMP [3 [ rop the booksl [g COMP "/oftn gave oway

which to wloml

The structure (76) is generable by the base rules. Furthermore, wft-movement can

appfy to which in the embedded sentence, plaring i t  in the internal COMP posit ion

and leaving a trace. lf the dominating S were within a r&al-clause instead of a rela-

t ivized NP. we would then derive (77):

(771 I believe that the books, John gave awa), to some friends

While (77) is not very elegant, i t  is surely far better than (75c,d), which would

der ivefrom(76)byst i l l  anotherappl icat ionof w&-movement,  namely to( to)whom,
placing i t  in the posi t ion of . the higher COMP.

The problem with (75) does not seenl to be just a surface dif f iculty;compare the

sentences (7t i) ,  which seenr rnuclt  better than (75) and more or less on a par with

(77):
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(78) a. I believe that this book, you should reod
b. I believe thot this book, you should give owoy
c. I believe that his friends, John gave some books away to

We can explain the impossibility of the sentences (75) by essentially the same
lineofargumentthataccountsforthewfi- island constraint.  Movement of (toTwhom
to the internal COMP is blocked, because the internal COMP is already fr l led by
which under the wft-movement analysis of topical izat ion. Movenrent of (to)whom
tolhe highet COMP node is impossible because i t  would violate SSC and PIC (and,
if S is a cyclic node, subjacency). Even if the already movedwhich could move by
COMP-COMP movement to the higher COMP, freeing the lower one. subsequent
movement of (to) whom to the lower COMP would be excluded by str ict cycl ici ty.
Since the trace left  by movement of which is (when replaced by a variable) taken to
be satisfied by the books under the predication rule. there is no possible interpre.
tat ionof(76) or ofany of the sentences of(75). Thus there are a number of reasons
why (75) are ungrammatical,  on the w&.movement analysis of topical izat ion. In
effect, we can form (75) only byextraction from a w/r- island.

There is some reason to suppose that S is indeed a cycl ic node. Thus consider the
sentence (79):

(79) it is believed I s that [i Irop this bookl Ig tou should readllJ

As i t  stands, (79) is on a par with (78). But NP-movement cannot apply ro (79) to
yield (80):

(80) tthis book is believed you should read

The explanation for this fact could be that 5 is a cycl ic node, so that the application
of NP-movement to (79) would violate subjacency. Note that we cannot appeal to
PIC in this case. because TOP is outside of the finite clause. presumably.

On the assumption that S is cycl ic, i t  fol lows that left .dislocation should also be
impossible in relat ives, just as topical izat ion is. Thus (8 l)  should be as bad as (75):

(81) the boy to whom, as lar as this book is concerned, John gave it away

My intuit ions col lapse at this point. Some instances o[ these structures seem to me
perhaps acceptable, e.g., (82):

(82) I want to lind a corporation to which,(as far as) my new invention (is
concemed), I can offer (it) with a feeling of security that it will be
exploited for the good of mankind.

Compare (82) with the parenthesized phrases deleted. I f ,  in{eed, r lrese two senten.
ces are signif icantly dif ferent in status, this may show that S is not a cycl ic node,
since on the assumption that i t  is not, (82) should be gramnratical but the corre-
rponding topical ized form (with parenthesizcd phrases delcted) shoul<J not be.
However, I  do not think that any conclusion can rest on such data.

. There is, I  think, a clear dif ference between topical izat ion and left-dislocation in
direct questions. Compare (83), (84) (and (75)):
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(83) a. 'to whont, this book, should we give

b. 'this hook, to whom should we give

c. tJohn, who tlo you think saw

(84) a, *to whont, as for this hook, shoukl we give it

b. as ftt this book, to whom should we give it

c. (as [or) John, wlto d<t you think saw him

NOAM CHOMSKY

The sentences(83a,c) are ruled out bySSC and PIC ( i .e.,  extract ion front wlr- island),

as belbre. (83b) is ruled out because i t  has a doubly f i l led COMP node under the wft-
nloveri lent analysis of topical izat ion. There is no barrier against (84b,c) however,
since there is no wft-nrovement in left-dislocation, just as I assume that there is none
in relat ivization where a pJonoun appears in the open sentence. To block (84a) we

must assume either that S is cycl ic or that TOP is not a bridge for COMP-COMP

movement.
Indirect questions are apparently like relatives, requiring no special comment.

Over a considerable range, then, analysis of topical izat ion as wft-movement

seems quite reasonable. The proposal is that in the TOPIC position there is a base-
generated structure and that the associated proposit ion, which is an open sentence

except for some cases of left-dislocation, says something about i t .  There are in prin-

c ip letwowaystoder iveanopensentence:bywlt-movement(andwlr-phrase delet ion;

but cf.  note 25) or with an uninterpreted pronoun. Both of the avai lable ways are

used. The f irst gives topical izat ion; the second,left-dislocation-
I do not want to suggest that there are no remaining problems. There are-quite

a few. Unfortunately. crucral examples seem often to involve ambiguous judgments.

I wi l l  simply leave the matter here. As far as I can see, the wft-movement analysis of

topicalizalion is reasonably successful, has some explanatory power, and does not,

to my knowledg,e. face dif l ' icult ies that do not arise in a comparable form on other

approaches. I t  also has the advantage ofextending the frantework outl ined to yet

another class of cases. thus offering some further evidence in support of a posit ive

answer to ( 50).
Consider next cleft  sentences. ln Chomsky (1974) I  suggested that these be

derived lrom a slructure in which the focussed phrase is base-generated in the predi-

cate posit ion of the matrix sentence rather than by a movement rule. We can then
take the associated proposit ion to be formed by wft-movement, in conlormity with

the analysis that we are now considering. As has often been noted, topicalization
and cleft  seenr to share str iking propert ies. The suggested analysis exploits this fact.

Aclual ly. we can draw an even closer connection between topical izat ion and

clefts by pursuing a sl ightly dif ferent path. Suppose that we take the underlying

struclure of cleft  sentences to be as in (85):

(85) tr rt S

Tlren any topical iz.ed sentence can appear in (85) in rhe posit ion of S.Thus along'

s ide of(63) we have (86):

ON WH-MOVEMENT

(86) a. it is this book that I really like
b. it is this book that I asked Bill to get his students to read
c. tit is this book that I accept the orgument that tohn should read
d. *it is this book that I wonder who read

Two provisos are necessary. First,  we must st ipulate that left-dislocations cannot
rppear in (85); the S within S must be subject ro lrft-movemenr. Second, as in a
number of other constructions, the coMP node cannot beconre terminal ly nul l
under rules (47),(4q.26 As far as rf tat isconcerned,delet ion in topical izat ion and
left-dislocation is presumably a special case of the process that appl ies uniformly in
matrix sentences.2T Perlraps one can extend to (86) the restr ict ion against clelet ing
rlat in subjects and extraposed l&al-clauses.

Let us assume that these matters can be properly worked out. Then we should
expect to find such sets as the following:

(87) a. the book is what l read; the book, I read: it was the book that I read
b. this book is whot I asked Bill to read:this book. I osked Bill to read:

it was this book that I asked Bill to read
c. John is who I want Bill to tell Mary to meet2g; John, I want Bill to

tell Mary to meet: it is John that (who) I want Bill to tell Mary to meet
d. in England is where I told Bill that I want to live; in lingland, I told

Bill rhat I want to live; it wos it l;'ngland that I told Bill that I
want to live

e. where he went to school is what I wish you would ask him to
emphasize in his application: where he went to school, I wish you
would ask him to emphasize in his application; it is where he went to
school thut I wish you would ask him to emphasize in his application

f. pea green is what he painted his boat; pea green, he painted his boat;
it is pea green that he painted his boat.Z9

The structures, in each case, are as in (88), respectively:
(88) NP ri S ; tS Top 51 , ir ri tsTop Sl
In each case, wft-movement must take place within S. once would not expect the
paral lel ism to be exact, since the surface rules of interpretat ion for the three struc-
tures, though similar, s€em to be sonrewhat different. lt seems to me a reasonable
hypothesis, however, that i t  is just the interpretive rules that account for whatever
differences there may be among the three structures. of course, this hypothesis
luggests a direct ion for research rather than a confirrred result.

There are other examples of clefts that cannot be analyzed in this way, however;
e.9., the fol lowing. from Pinkham and Hankamer (1975):

(89) a. it's only when it rains that we hwe to sweep the court
b. it was (purely)out of spite that he assigned it that number
c. it was only reluctantly that he agreed to swim at all

Note that in these cases we do not have paral lel structures of the sort i l lustrated in
(87). We do, however, have paral lels with adverb preposing:
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(e0) a. only when it rains we hove to sweep the courtt0
b. (purely) out of spite, he assigned it that number
c. only reluctantl.v he agreed to swim at all 30

Suppose we postulate that adverb preposing, in some cases at least, places the adverb
in the posit ion TOPIC. Then rule (85) already accommodates (89). l f  this is correct,
we have in effect two sources for clefts but no separate rules:furthermore. we need
not postulate a "structure-bui lding" rule, adding the " i t-be-Predicate" structure
by transfornration. The latter is a much-to-be-desired cons€quence for two reasons.
Most inrportantly. i t  is a vast and otherwise (to my knowledge) unnrotivated exten-
sion of the power of transformations to permit them to be "structure-bui lding" in
t lre required sense.3 I Furthermore, i t  would simply be an unexplained accident
that the "structure-bui lding" rule would yield an already exist ing structure, derived
from another source under the two-rule analysis. This point is similar to Dougherty's
observation with regard to the anaporn relat ion. Cf. note 12.

Following this analysis, we would expect clefts that derive from preposing to
TOPIC to have the same sources as the noncleft analogues. Thus, just as in (91) the
preposed constituent is naturally construed with the matrix rather than either
embedded clause and presumably is extracted from the matrix clause, so in (92) we
have the same interpretat ions:

(9 I ) a. out of spite, I asked the students to refuse to hand in their assignments
b. only reluctantly tlitl I order the stud.ents to refuse to hand in their

assignments
c. only under highly unusual circumstances do I ask students to refuse

to hand in assignments

(92) a. it was out of spite that I asked the students to refuse to hand in
their assignments

b. it was only reluctantly that I ordered the students to refuse to hand
in their assignments

c. it is only under highly unusual circumstances that I ask students to
refuse to hond in assignmenls

ln contrast, clefts that derive from topical izat ion, hence ult imately from wft-move-

ment, permit construal with the embedded sentences, as in (87b-e). This dif ference
of behavior is a consequence of the proposed analysis, and provides another reason
to suppose that there is no independent rule (or rules) of clef l formation.

A direct predict ion of this analysis is that zuch pairs as (93a,b) should have the
same interpretat ions:

(93) a. only rarely are the students believed to hne handed in their
assignments on time

b. it is only rarely that the students are believed to have handed in their
assignmenls on lime

I anr not sure that this is correct. l t  seems to me that (b) nray permit construal with
the most deeply embedded clause more readi ly than (a), but my judgments are

ON WH.MOVEMENT 9.1

quite insecure.l f  there is a systematic dist inct ion, contrary to the data of (91), (92),
then either the analysis is incorrect or there is st i l l  another source for clefts or
(more plausibly, in my opinion) such dist inct ions as there may be are to be attr i-
buted to the rules of interpretat ion for cleft  and preposing.

Again there are unsolved problems, but i t  seems to me that i t  is reasonable to
explain the class of cleft  sentences that have the propert ies (49) (e.g., (87) but not
(89); cf.  (92)) in terms of a rule of wft-movement. I f  the proposal proves tenable,
we have st i l l  further evidence in support of a posit ive answer to (50).

Consider next indirect questions. These have the general propert ies (49), and i t
seems that a rule of w/r-movenrent is involved, analogous to direct questions. I  wi l l
assume here the general analysis of Chomksy (1973). Thus we have (94):

(94) a. I wonder lwho John sawl
b. I wonder lwho lohn believed lthat Mory would claim [that Bill

would visitlll
c. 'I wonder [who lohn believed [the claim lthat Bill woutd visitlll
d. twho2 did you wonder lwhol t 1 saw t 2l

As is well  known, in the contexts of (95) there can be no lexical Np:

(95) a. I wonder lwho - to visit I
b. I wonder fwhere - to put the bookl
c. I wonder lhow - to get to Chicagol
d. it is unclear [what - to dol

We might st ipulate that in the base rules, NP is required to be r(x) ( i .e.,  to be Np
with variable index, not further specif ied lexical ly).  our element PRO, in the con-
text (96):

(96) [ [cor, .rp+WHl [-  roVP]

In this context, the value of x of t(r) is detemrined by a rule of control or Np, is
given the sense: unspecif ied NP. Presence of PRo invokes the wlr-constraint,  under
SSC; in contrast, SSC is inapplicable in the complement of wanr.rype verbs (cf.
note 4). Perhaps the base condii ion (96) fal ls together with other sinri lar rules for
"bare" infinitivals, e.g., lhe promise-persuade cases.

civen the st ipulat ion (96), we can add inf init ival indirect questions to our l ist of
constructions based on wi.movement, with the propert ies (a9), as i l lustrated in
(97), analogous to (94):

(97) a. I wonder fwho to seel
bl. I wonder lwho to orders2 Mary [ to promise [ro ursir] I I
b2. I wonder I who to persuade Mary | thot she should promise

Iro ursir] I J33
c. 'l wonder lwho to insist on lthe principle Ithat Bill shouldvisitlll
d. *who2 do you wonder lwhatl to give t I to t2l; *whoty do you

wonderll to whonll to give t Zr1 | (cf.: I wonder (don't rememher)

[what to give t to whoml: I wonder I to whom to give what tl)

NOAM CHOMSKY
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Correspondingly, we have infinitival relatives alongside of the finite relatives, as
in (e8) ia
(98) a. I found o book llwhich lorl you to read tl - I-found a book for

you to reod
b. I fourul a man fl to whom for] PRO to give the book t | 

* I found a
man to whom to give the book

Inf init ival relat ives, under this analysis, dif fer from f inite relat ives in the rules
specifying the surface form of the elements in COMP. Thus in a finite relative cor-
responding to (98a) we may delete either $'hich ot the complenrentizet that,giving
ei ther (99a) or (99b);  or  we can delete both,  obtaining (99a):

(99) a. I found a book which you can read
b. I found o book thot you can read
c. I found a book you can read

But in the inf init ival relat ive, the rule (47) delet ing wh- is obl igatory, as in other
cases already discussed. Recoverabi l i ty of delet ion prevents i t  from applying in
(98b), just as i t  cannot apply in (100):

(IQQ) I found a man to whom you con give the book(*l fountl a man that you
can give the book)

Thus in (98b) the complementizer/or must delete, as r&ar must delete in (100); we
have already remarked that there are rules deleting/or before to (recall that PRO is
not terminal).

A further dif ference between f ini te and inf init ival relat ives is that the latter
cannot have a lexical NP subject when the complementizer is deleted. Thus we have
(98b) but not( l0 l ) :

(lol) I fourul a man fito whoml you to give the bookl

This observation recalls the property of indirect questions captured in (96). Perhaps
in place of the base rule (96) we should impose a surface condition excluding
phrases of the form ( 102):

( 102) [ .9"r w/r-phrase] NP to VP, where NP is lexical or trace ( f  PRO)

Thiswil lcoverthecasesexcludedby (96) and wil l  also block(l0l),  whi le permitt ing
(98). l t  also el iminates the need to make w/r-pfrrase delet ion obl igatory in inf ini t ival
relat ives(cf. (98),(99)). One might try to general ize ( 102) ro include other phenom-
ena, e.9., the obligatory PRO in infinitival complements of persuade-promise type
verbs and the heavy restr ict ions on nul l  conrplementizers in inf ini t ives at the surface,
the surface filters that exclude &r-to structures, and the rules governing that-
delet ion. I  wi l l  not pursue these questions here, however. Cf. Chomsky and Lasnik,
forthconring.

The suggested analysis for infinitival relatives seems to rne reasonably satisfac-
tory. though the status of (102) remains open along with other questions. Under
this analysis, the rule of wft-movement extends to al l  relat ives and to both direct
and indirect questions, f ini te or inf ini t ival.

ON WH-MOVEMENT

Consider now the sentences ( | 03):

(f 03) a. John found Islp a book 13 which for lhim to read tll
b. we found I p, Dool<s lslwhictt forl eoch other to read t]l
c. *who2did he find [s1p o book [5 [ wftrcfr1 for lty to reod tlll

In al l  three cases, wftr 'ch must delete, by the processes just discussed;in(103c),/or
will delete as well, before to.

Case (c) is excluded by our condit ions, which make the relat ive clause an island.
But the posit ion marked by t2 in (c) slrould, on our assumptions, be accessible

to interpretive rules, for which the subjacency principle does not hold. Thus in
(103a), the rule of disjoint reference (2c) appl ies, compell ing him to be dist inct in
reference from John; Similarly, (103b) should be subject to reciprocal inlerprela-
t ion under (2.).35 On the assumptions we are investigating, bound anaphora(rule
(2b)) may also apply in the posit ion of the anaphor (him, each other,t2) in(103),
giving, e.g., ( lM), which becomes (105) by EQUI (cf.  note 4 and references cited
there):

(lM) John found [rq, a book lslwhich forl himself to read t l]
(105) John found a book to read

The examples ( lO3)-(105), then, i l lustrate one primary dif ference between
transformational rules and rules of construal,  turning on cycl ic appl icat ion and
subjacency. Cf. (7), (8), (22), and the discussion in Chomsky (1973).

lnf ini t ival relat ives, under this analysis, should have the propert ies (49). Thus we
should f ind the arrangement of data in ( 1 06):

(106) a.
b.

d.

e,

I found a book for you to read t
I found a book for you to amtnge for Mary to tell Bill to give t to Tom
I found a book for you to insist that Bill should read t
I found a book for you to insist that Biil tell Mary that Tom should
read t

tI found a book for you to insist on the principle that Tom should
read t

f. *who did he ftnd a book t to read ({ l 03c)).36

Cases ( l06c,d) seem to me less acceptable than the comparable examples in the
applications of wft-movement cited in f ini te clauses. I f  this judgment is correct,
then the specia-l-COMP-COMP movement rule, which permits certain apparent vio-
lat ions of PlC,3? is less readi ly avai lable in the case of inf ini t ival relat ives.38 I do
not know why this should be so. and am unsure of the judgements. But i f(  l06d) is
not acceptable then we really have no argument that the CNPC is in force in (106e),

since a demonstrat ion that CNPC is operative requires that analogous cases of com-
parable complexity with S in place of NP be grammatical.  The same question seems
to me to arise in other cases of inf ini t ival complcmcnts, including (97b2).

Again, i t  seems to me plausible to extend the rule of wft-movement to inf ini t ival
relatives as well.
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Let us now turn to infinitival complements within the category of adjective
phrases-39 Consider l i rst structures of the form (107), where I assume that S is a
complement of the adjective qual i f ier enough.

(lO1) John is tall [enough lgfor us to see himll

Note that although we would normally take him in ( 107) to refer to John, it is not
clear that this is necessary, and, in fact, we have such sentencesas(108)inwhich,
with the parenthesized material deleted, the complement of enough contains no
term referr ing to John:

( | 08) a. John is tall enough for us to be able to see Bill (by standing on hit
(= John's) shouklers)

b. Johtt is slow enough for us to win the roce(against him(= John)'S
c. the car is fast enough for us to win the race(driving it (= the car)\

I t  seenrs that (107) can be interpreted as analogous to (108), with the reference of
him free. If so, then structures such as (107) have essentially the properties of left-
dislocation, as described above;that is, we have a focused NP and a proposit ion that
we would normally take to be about this NP, the natural (though not necessary)
method being to apply the rule of predication that takes the complement to contain
an open proposit ion satisf ied by the referent of the NP, the pronoun taken as a frce
variable.Assunring that this is the r ight tack, we may conclude that the base rules
generate S freely in such structures as ( l07).

Alongside of ( 107) we also have ( 109). which I assume ro derive from ( I  l0):

(lO9) Iohn is tall [enough I sfor us to seelf

(l lO) John is tall [enough I s[who for us to see tJl

The w/r-phrase in (ll0) deletes obligatorily, as in comparatives and topicalization.
Thus we can have ( l  I  l )  but  not ( l  l2) :

(l I l) John is poor enough for us to give present to

(l12) tJohn is poor enough to whom to give presents

l : ,xarrrples( l  l l )  and( l  l2)  are analogous, respect ively,  to( l l3) , ( l  l4) :

(l 13) I founcl o pernn for us to give presents to

(l14) I found a perxtn lo wlnm to give presents

Note that ( l l4)  (der ived by EQUI,  cf .  (105))  is  gramnrat ical  but  not ( l l2) ,  thc
di l- fercnce being that wl l"plrrase delet ion is not obl igatory in the headed relat ives;
cl ' ,  (  l (X)).

' l ' l rcre exarnplc$ suSgcsl thnt thc cornplcnrenl ol '  enough l t ts i t  structure analogoul
t<l lhe I 'OPIC and rclat ive slructurcsdescribed earl ier. The conlplement in thiscssc
is inf ini t ival,  but. as in the case of TOPIC (and in some languages, relat ive), i t  may
be either a ful l  sentcnce wit lr  a preference for interpretat ion as an open s€ntencc,
or a w/r-dcrived scntencc wit lr  a frcc variable in the pt 'rsi t ion nrarked by trace,
wlr ic l r  rnusl  be intcrprcte( l  as an opcn scntencc. l f  so,  we would expcct to f ind that

ON WH-MOVEMENT

alongside of such structures as (107) (analogous to left .dislocation), we also have
prl- inf ini t ivals with the propert ies of (a9), except for the obl igatory delet ion of the
wlr-phrase, already noted; these structures, then, combine the propert ies of topical i-
zation and those of infinitival relativizarion. Thus we have ( I I 5) analogous to ( 106):

(l 15) a. () iohn is talt enough for you ti see t
(ti) the iob is prestigious enough for us to offer t to John

(iii) the job is prestigious enough for us to advertise t

b. (i) John is tall enough for us to anange for Bilt to see t
(ii) John is famous enough for us to anange for the committee to

offer the job to t
(lii) the iob is prestigious enough for us to anange for the committee

to offer t to John
(iv) the iob is prestigious enough for us to anonge for the committee

to advertise t

c. (i) John is tall enough for us to insist that John (shoulel) pick t
for the team

(ii) John is famous enough for us t() insist that you (shoukl)visit t
(iii) the iob ls important enough for us to insist thot they (shoutd)

advertise t
(iv\ the job is important enough for us to insist that the! (shoutd)

offer t to lohn

d. (i) the iob is important enough for us to order them to insist that
the committee (should) advertise t

(ii) the job is important enough for us to onler them to insist that
the committee (should)offer t to John

e. (D .the iob is importont enough for us to insist on the principle
that the committee should advertise t

(iD .the job is important enough for us to insisr on the principle
that they should offer t to John

[. .who, wos the ieh good erutuglt for us tct olfer tl to ,2 (elc. as
in nore 36).

There is no quest ion t l rat  (e)  and ( f )  are cxcluded, as in (  106).  Note thar in al l
cases, there is an alternative form, with a pronoun in place of t  ( the analogue ol '
lcft .dislocation). This alternative form is lr iglr ly pref 'erred for t l re (c), (d) cases. we
havc disct lsset l  t l lc  analogous () l )scrvr l io l r  in connect iotr  wir l r  i r r f ' i r r i t ival  rc lat ivcs.
That ls,  (  l f f ic , t l )  arc also dubious or starrcd.  T 'hc (c arrr l  d)  c lscs ol ' (  I  l5)  scclr  t ( )
me st i l l  worsc than t lrose of (106), wlr ictr may pcrhaps hc artr l l rutcd to the l 'act
that in the case of ( |  l5), but not ( 106), therc is an alternative l i rrnr, narnely, wit lr  a
pronoun in place of t .

With these provisos, the casc of inf ini t ival cornplernents secrns l() nre lo be essen.
t ir l ly as predicted under the wft.movenrent antlysis, narrrely, as lrnving esscntir l ly

l0 l
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the intersection of properties of inlinitival relatives (since wlr-movement is involved)
and topicalization (since there is a parallel form without w/r-movement).

Before we leave this topic, let us consider further the relevant cases of the wi-
island constraint.  Consider the sentences ( I  l6), (  I  I  7):

( I l6) a. rhe iob was good enough Vor us to offer it to lohnl
b. who was the iob good enough [for us to offer it to tl
c. to whom was the iob good enough ffor us to offer it tl

( I | 7) a. the job was good enough l(which) for us to offer t to lohnl
b. who, was the job good enough l(which r) for us to offer t I to t 2l
c. lto whom 2l was the iob good enough [ (which r) for us to offer t, t 2l

On the assumptions of our analysis, the examples of ( l  l6) should al l  be grammat-
ical (subject to dialect dif ferences with regard to preposit ion stranding). Similarly,
( l  l7a). But ( l  l7b,c) should be ruled out by the wft- island constraint (ult imately,
subjacency and SSC). I  think that these conclusions are correct. Problems arise.
however, when we try to question the direct rather than the indirect object in such
cases as (  |  l6) .  Compare ( l  l8) ,  ( l  l9) :

( | | 8) a. John was famous enough [for us to offer the iob to himl
b. what job was John famous enough lfor us to offer t to himl

( I l9) a. John was fomous enough l(who)for us to olfer the iob to tl
b. wlut2 iob was John famous enough l(whol) for us to offer t I to t2l

As expected, (119b) is ungrammatical.  But ( l  l8b) ought to be grammatical,  under
our assurnptions. l t  does not seem to be, however. The status of ( l  l6b,c) is also
unclear. One can imagine a formulation of bridge condit ions that would rule out al l
of these examples. or assign them a marginal status, analogous to (42).

Sumnrarizing, i t  seerns to me that the wh-movement analysis gives a reasonably
good f irst approximation in this case, lhough some problems concerning inf initval
clauses remain. I  know of no problems specif ic to this analysis.

Other conrplenrents of adjective qual i f iers. as in (120), have aboul the same
propert ies as the cornplements of enough, so far as I can see, so I wi l l  have nothing
to say about these:

(l2O) Itluhamnwl Ali is too good [(who) for Bill to anange for John to fight t I

The f inal case I would l ike to consider is that of the inf ini t ival complements o[
easy,etc. The analysis proposed in Chomsky ( 1973) was unsatisfactory, as pointed
out by Sterba (1972),  Lasnik and Fiengo (1974),  and Bach and Horn (1976).  With
regard to such structures as ( I  2 I  )  t l rere have been two widely studied proposals:

(l2l) John is easy (for us) [to pleasel

One propoul assunres that the subject, John, is moved from the object posit ion in
the embedded complement phrase by a transformational movement rule. The other
assumes that the subject is generated in place and that a rule of object-delet ion (or
interpretat ion) guarantees that John is interpreted as the object of please in(l2l).

ON WH.MOVEMENT

I wil l  not try to survey the arguments here. Rather, let us take a fresh look within
the present framework.

I wi l l  assume that the phrase /or us in ( l2l) is, as indicated. generated in the
matrix sentence. Cf. Bresnan (1971), Chomsky (1973), Lasnik and Fiengo(1974),
and Brame (1975). I f  so, then according to ourpresent assumptions, the underlying
structure must contain an embedded S as complement to easy, with an obligatory
PRO subject, as in the case of the inf init ival complements already mentioned.40 In
some similar structures lhe for-phrase appears in both the matrix and embedded
sentence, as in ( I 22):

(122) a. it is a waste of time for us lfor them to teach us Latinl
b. it is pleasant lor the rich lfor the poor to do the hard workl

And there are. of course, adjectival complements of various sorts that exhibit  the
ful l  inf ini t ival construction, e.g., (  I  23):a I

(123) a. John is eager [for Bill to leavel
b. John would be happy [for Bill to winl
c. the house is reody [for John to buy (it )l

On the assumption that the complement clause in ( l2l) is essential ly the same as
lhose in ( I 22). ( I 23), we may take the underlying structu re for ( | 2 I ) to be essentially
(124), though nothing much depends on the choice of complementizer, it seems:

(124) X is easy (for us) IS fo, PRO to please Y I

The complementizer for wrll then delete before lo, as in cases discussed above, e.g.,
(125):a2

( 125) a. who tloes John want very much (for) to win
b. he is the man who John wants most of all (for) to win

Assuming this much, we now face the question: what are X andY in (124)?
Our assumptions lead us to suppose that each of the competing famil iar analyses

is in part correct: that is. X = John the subject is generated in place-but there is a
movement rule applying to I ,  namely, wh-movement.43 Thus we may take the
structure direct ly under ly ing ( l  2 l )  to be ( l  26):

(126) John is easy (for uil [S I who for] PRO ro please tl

In (126), wft-movement has applied on the inner cycle and we have obl igatory
delet ion of the wft-phrase, as in other cases already discussed. We are left .  then,
with an open embedded proposition; the now familiar predication rule will correctly
interpret i t  as being about the subject John.

We then expect to have, again, the propert ies (49), as in the inf init ival relat ives
and related constructions. Thus we have ( I  27) corresponding to ( I  06):

(127) a. John is easy (for us) to please t

b. (i) John is easy (for us) to convince Bill to do business with t
(ii) John is easy (for us) to convince Bill to anange for Mary to meet t
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John is easy (for us) to convince Bill that he should meet t
John is easy (for us) to convince Bill to tell Mary that Tom
should meet t

e. (D 'John is easy (for us) to convince Bill of the need for him to meet
(ii) *John is easy (for us) to describe to Bill o plon to assassinate t

f. (i) *what2 is John fun (for us) l(who1 ) to give t2 to t 1 I (from a
source like: John is fun (for us) to give presents to

(iD twho2 ore the presents fun (for us) [(which 1) to give t 1to t2l
(compare: the presents are fun (for us) to give to him

( iii) *f to whontl 2 are the presents fun ( for us ) | ( which I to give t1 t 2l
. (compare: the presents are fun (for us) to give to him)

As in other cases discussed, cases (c) and (d) are marginal.
ln short, the basic properties of eosy-to-pleose constructions follow directly from

the assunrptions we have already made, assuming that here too w/r-movement is

crucial ly involved. The latter assumption is part icularly natural in this case, since we

have analogous forms in which the wft-phrase may directly appear. Thus tollowing
our analysis, ( l2l) is analogous to (128), and in such cases, we may have the ful l
wlr.phrase, as in ( 129)44 .

(128) John is an easy penon to please

( 129) a. this is an easy violin on which to play sonatas
b. this is a pleasant room in which to work

Whatever the correct analysis of these strucutres may be, it seems clear that they

involve, at some level, a phrase such as(130), as an adjectival modif ier:

( l30) a. easy - onwhich to play sonatas(viol in)
b. pleasant - in which to work (room)

Our analysis simply assumes that the same is true quite generally of easy-comple-
ments. In the case of (130), the structures are embedded (presumably, in some
manner, as relat ives) within an NP with a head; in the case of ( I  2l  ) ,  there is no NP

antecedent and the structure must be interpreted as an open sentence, as in topical-
ization and other examples discussed above. Thus wft-deletion is obligatory, as in

the other cases discussed, and fornrs analogous to ( I  30) do not appear in the e4sl.

to-please structures. just as we do not have ( I I 2), etc.
It shoufd follow that in general, easy-to-please constructions have the relevant

propert ies of wft-movement. Paral lels have been observed in the l i terature. 8.g.,

Lasnik and Fiengo (1974) note such paral lels as ( I  3 I  ) fs

( l3 l )  a.
b.
c.
d.
e.
f.

8.

ON WH-MOVEMENT r05

Notice that the cases( I  27f) arc exactly analogous to other examples of wfi- island
constraints, on this analysis, e.g., as in (132) and many examples already cited:

(132) a. *who, do you wonder fwhatr tZ sdlg rl l
b. ' I  wonderIwhor, this book, l(which, ) t2real ly l tkes tr l l
c. 'who, is John more friendly to Mary than [(what, ) he is t I to t2l

In al l  of these cases. the sentences are ruled out on the assumption that wft-rnove-
ment has taken place, by the wl- island constraint,  which, as noted, fr : l lows fronr
the condit ions postulated. In the form immediately underlying case (132a) there is
a residual wft-phrase indicating that w/r-movement has taken place; in the case of
(127D,(l32b,c), and many others discussed above, there is no such residual phrase,
but the effects of w/r-movement are still evident.

There is a well-known puzzle concerning application of w&-movement to the
sentences(133):

(133) a. the sonata is easy to play on this violin
b. the violin is easy to play sonatas on

Consider first (b). The phrase sonatas appears to be in a position susceptible to wlr-
movement; compare ( 134):

(l3a) a. John was told to ploy sonatas on his violin
b. what was John told to play on his violin

But in ( I  33b), wlr.movement is impossible. We cannot have ( |  35):

(135) a. *what sonatas is this violin easy to play on
b. (the sonatas that this violin is easy to phy on-are in your book

We now have an explanation for this fact. In terms of our analysis, sonatas in
(133b) is within a w&-island, just as 12 is within a w&-island in the topical izat ion
end comparatives of (132), The structure to which wi-movement must apply to
give ( 135) is ( 136):

(136) tlrfs violin is easy Is(which) forPRO to play sonatas on tl

But somtas in (136) is not subject to wft-movement because of SSC, as in the cases
discussed earl ier. Consequently, the examples of (135) are rulecl out. While super-
l icial ly ( l33b) is analogous to ( l34a), in the mental computation underlying ( l33b)
there is, we now aisume, a wft-phrase blocking the application of w&-movement.

Consider now (133a). Suppose that we apply w&-movement to this viol in.The
resul t is(137):

(137) a. what violin is the sonata easy to play on
b. the violins that the sonotos are easy to play on-are being repaired

Many speakers f ind these acceptable, in contrast to (135), which are universal ly
rcjected. By our analysis, the underlying structure for (133a) is (138), which
should be immune to wft-movement just as ( 136) is:

(138) t e sonata is easy |,(which) for PRO to play t on this viotinl

what did you give to John
twho ditl you give a book

who did you give a book to
John is dumb enough to sell the Brooklyn Bridge to

*John is dumb enough to sell the Brooklyn Bridge
fohn is easy (for us) to sell the Brooklyn Bidge to

*John is easy (for us) to sell the Brooklyn Bridge
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why, then, should the examples (137) have a dif ferent status, for some speakers,
than those of(135)?

Notice that in other contexts, the embedded Ss of ( l  36), (  I  38) are, as expected,
both immune to rvl, .movement. Consider ( l39a,b), with the same embedded sen-
tcnces as ( |  36), ( I  38), respectively:

( I 39) a. you found a violin lg (which) for PRO ro ploy sonatas on tf
b. you found a sonato lr(which) for PRO to play t on this violinl

Application of w&-nrovement gives ( 140), impossible in both cases:

( la0) a. twhat sonata did you find a violin to play on
b. twhot violin did you find a sonata to play on

Example ( la0a) is analogous to(135);example(140b) isanalogousto(137).Com-
paring these cases, we see that i t  is the acceptabi l i ty of (137) ([or some speakers)
t-hat is the exceptional case, somehow to be explained.

A possible explanation is that there is another structure underlying (133a),
namely,( l4 l ) ,  where thePPon thisviol in isassociatedwiththeVPratherthanthe
adjective phrase:

( l) the sonata is Iap easy ls (which) for PRO ro play tll on this violin

l f  ( l4l) is taken to underl ie (133a), under one option, then (137) wil l  be derivable
by wlr-movement. No such alternative analysis is possible in the case of (133b),
( 139). Therefore, no wi-movement is possible in these cases.

l f  this is the correct explanation, then we should f ind that in forms analogous to
( l33a) but where the PP is not separable from the embedded verb, forms analogous
to (137) should be on a par wi th (135) rather than ( l3D!6 Compare ( la2\ ,Q 3):

qP U42) the book is easy Irfor PRo to put t on the tablel
lF ( 143) a. what table is the hook easy to put on

b. the tahle that the book is easy to put on

It  seems to me that the predict ion holds;  that  is ,  the examples(143) are excluded,
in contrast to ( |  37). The question deserves ful ler investigation, but in a large class
of rather puzzling cases it seems that we have an explanation for the facts in terms
of a wft-movement analysis, given the framework o[ conditions and rules outlined
earlier.

Consider nex t the examples ( | 44) :

( l4a) a. it is o waste of time for us [for them to teach us Latinl (ll22a)\

b. tl.atin is a waste of time for us lfor them to teach usl

In Chomsky (1973) the dist inct ion was explained in terms of condit ions on rule
application, but that approach is ruled out in the present analysis. The correct
explanat ion for  the ungramnrat ical i ty of  (144b),  I  th ink,  I ies in a base condi t ion.  In
t lre underlying structure (145), the zubject of the enrbedded inf init ival must be
PRO, as in the persuade-promise cascs and others that we have discussed:

ONWH-MOVEMENT

The condit ions on NP and Predicate in (145) must be specif ied in the base. Note

that where NP is a dummy element it (however this is introduced), there is no con-
straint on -;  cf .  (122). The restr ict ion to PRO applies only when the matrix NP
subject is lexical ly specif ied. Furthermore, in such examples as ( l23a,b), where w/r-
movement is excluded in the embedded clause, there is also no constraint on in
(145). Thus we seem to have either the base condit ion ( l46a) or ( la6b):

( la6) a. in ( 145), - is PRO if  S is subject to r. t / /r .movement
b. in ( I a5), - is PRO if S is obligatorily subject to w/r-movement.

0f these two conditions, ( I zt6a) is preferable, if it is tenable; it is more general and
can, I believe, be reformulated so as to fall together with other cases with obliga-
tory PRO subject under generalizations relating ft and choice of complementizer. It
seems to cover all cases except for ( I 23c).

The argument that the/or-phrase in ( | 23c) is within the complement offered by
Bach and Horn(1976) does not seem to me entirely compell ing. They note that the

/or-pfuase is not preposable in (147), though it normally is when part of the matrix.
Thus we have ( I  48) bu t not ( I  49) :

(147) the house is ready for John to buy

(148) for the rich, it is pleasant for the poor to do the hard work

(148) *for John, the house is reody to buy

But this argument seems inconclusive, since even in the case of (la9), where for

"loftn is surely a PP of the matrix, it is not preposable, for some reason:

(149) the house is ready lbr John

(150) *for John, the house is ready (ct. for John, the problem was easy)

They give supplementary arg,uments in terms of r ight node raising and gapping.
arSuing that ( I  5 l) ,  (  I  52) are acceptable:

(l5l) the moussaka is ready and Mike says that the egg-lemon soup is almost
ready * {or us to eat

(152) the kidney pie k ready for us to put in the oven, and the slad - for
you to put on the table

Asuming that the /or-phrases in edsl-structures are in the matrix, a point that they
do not contest, the strength of these arguments depends on the distinction between
(l5l ) ,  ( l  s2) and (  153),  (  |  54):

(153) young children arc quite diflicult, ond Bill soys that older children are
still more difficult * for untrained teachers to contol

(154\ the young children are difficult for Bill to control, and the older chil<]ren
- for Mary to teach

I am not convinced that there is any relevant dif ference. Consequently, i t  is possible
that the for-phrase associated with reody is also in the matrix sentence where the
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complement is subject to wlr-movement, contrary to ( I 23c). lf so, then ( l46a) may

be the correct principle.
Whichever case of (145) holds, (144b) is ruled ungtammatical on the grounds

that it requires a base form not Senerated by base rules (or a corresponding surface

condit ion).
Notice that i f  the subject NP of the complement in (145) is PRO, then i t  can

never be assigned wh- or moved by wft-movement. Thus it follows that the rule

applying to easy-to-plea.re structures is limited to an NP in the embedded predicate.

Consider again the form ( I  26), repeated here as ( I  55), underlying ( I  2 l) :

(155) John is easy (forasl I sI who for] PRO to please tl

Suppose that w/r-movement were to apply to ( 155), as in the COMP{OMP case of

wft-movement, giving ( 156):

( 156) wlro is John easy (for us) to please

Plainly (156) is ungrammatical. We might account for this fact by rule-ordering,

i .e.,  requir ing that the obl igatory delet ion of who preced wft-movement on the
matrix cycle. But there is in fact a simpler approach that requires no such stipu-

tat ion. Thus note that the result ing structure corresponding to (156) is(157),
after interpretat ion of the w/r-quanti f ier, in contrast to ( 158), underlying ( l2l):

(157) for which x, x a person, John is eosy (for us) lfor PRO ro please xl

(158) John is easy (for usl [/or PRO to please xl

We have assumed that (158) is interpreted by the general rule of predication des
cribed for topicalization and other forms, with an open proposition taken to be
satisfied by the referent of the focused NP, in this case, the matrix subject. But the
rule of predication is inapplicable to (157), since there is no open proposit ion: the

.rr variable x is bound in (157) by the quanti f ier "for which x." Thus the sentence is
unintcrprcl i lble, just as "John is casy to please Bil l"  is uninterpretablc. This scems
a natural way to account for the ungranrmatical i ty of ( 156).

Some might object that (156) must be excluded as ungrammatical on syntactic
grounds rather than on grounds of uninterpretabi l i ty. I  have argued elsewhere that,
whereas speakers can make judgments of acceptabi l i ty, they have no direct access
to the grounds of these judgments. Thus I have no intuit ive insight into the source
of the unacceptabi l i ty of ( l56). Only i f  these acceptabi l i ty judgments come marked
as "syntactic," "semantic," etc.,  can the objection be sustained. I t  seems to me that
there is no merit  to the contention.

Suppose that in fact convincing arguments can be given that in (123c) the for-
phrase is ernbedded even where wft-movement takes place in the embedded clause,
so that we have the underlying structure (159), where either subject or object of the
embedded clause is accessible to wh-movenrent:

(159) the house is ready [for NP ro Dry NP]

Applying w/r-nrovernent to the object, we derive ( 160):

ONWH.MOVEMENT

(160) the house is ready [(which) for John to buyl

Application of subsequent wlr-movement to an NP in the position of John is impos-
sible for familiar reasons.

Suppose that we apply w/r-movement to the embedded subject of a structure
like ( I 59), obtaining ( I 6 l):

(16l) the house is ready flwhich for I t to fall downl

With obligatory deletion of which followed by /ordeletion before to, we derive
( l  62):

(162) the house is ready to fall down

lf,  in contrast, appl icabi l i ty of wlr.movement to the embedded clause is taken to
correlate with PRO subject, as in (146a), then(162) would derive only from(163)
by EQUI, just as ( I 65) derives from ( I 64):

{163) the house is ready [for itself to fall downl

(164) John is eager lfor himself to pleasel

(165) John is eager to pleose

Assuming that we do derive ( I6l),  consider the effect of applying the COMP-COMP
rule of wlr-movement to give ( 166):

(166) *what is the house reody to fall down

But this is ungrammatical on the same grounds that rule out (156). Thus nothing
much seems to depend on where the/or-phrase appears in (123c), apart from the
generality of the base principle or corresponding surface filter.

Other structures similar to ( l2l  )  are rnuch more restr icted in scope, e.g., (  167):

(167) Mary is pretty to look at

ln this case, we do not lrave the ful l  range of propert ics (49). Tlrus there is no forrn
(168), analogous to ( I  27b):

(168) Mary is pretty to tell Bill to look at

Furthermore, in such structures as (167) there are very narrow restr ict ions on the
choice of the matrix adjective and embedded verb. We may propose the same arraly-
sis as in the easy-to-pleas€ cases, but with idiom interpretation rules associated with
the adjectives in question. Note that there are structures such as (169), but in this
case the embedded complement is not associated with the adjective but with the
edjective qualifier, too :

(169) Mory is too pretty to expect anyone to look at (her)

As has fong been known, structures of tlte easy-to-please type do not appear as
nominals, in contrast to the superficially simi.lar forrns with eager.. conlpate (170):

(170) a. John's eagerness rc please - surprised me
b. *John's difiiculty to please - surprised me
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Various explanations have been proposed, relying on part icular analyses of move-
ment or delet ion in the easy cases. Under the assumptions of EST, including the
lexical ist hypothesis, the dist inct ion between ( l70a) and ( l70b) must be formulable
without reference to ordering of transformations and the like, on the assumption
that eagerness, difficulty, etc., are drawn from the lexicon.4T On our assumptions,
the NPs of ( I  70) have the underlying structures ( I  7l a,b), respectively:

( I 7 | ) a. I pp .Iolrr's lp eagerness [g for himself to pleaselll

b. INp "lohn's [; difficulty ls (who)for PRO to please t lll

The forrn ( l7 la) is analogous in structure to nouns with sentential complements, as
in (  l72):

(172) a. John's certainty thot Bill will leave
b. John's desire for Bill to lene
c. the fact that Bill left

In contrast. (  I  7 I  b) has t lre formal structure of a relat ive, as in ( I  73):

( I 73) a. the certainty that you leel
b. the desire (for Bill to leave) that you expressed
c. the fact that Bill cited

But the rule of interpretat ion for relat ives plainly cannot apply in ( I  7 I  b), any more
than i t  can in ( I  74):

(17$ a. the eagerness l(who)(for Bill) to visit tl
b. the certainty l(who) thot Bill will visir t I
c. the desire l(who)for Bill to visit t I
d. the fact [(who) that Bill visited t I

More precisely, if the rule of relative interpretation were to apply in these cases, it
would take t lre relat ive to hold of the head, as in ( I75):

( | 75) a. a book [(which)for you to readl

b. the book [(which) that you readl

Cf.  the discussion of  re lat iv izat ion above.This interpretat ionissenselessin( l7 lb) ;
furthermore, inf ini t ival relat ives (or relat ives altogether) do not occur in general

with such determiners. Thus expressions zuch as ( 17 | b) are ungrammatical.  Perhaps
this is the explanation for the absence of derived nominals corresponding to thc
fornrs of (170b). We might proceed further, in terms of the X-bar system, to assign
sentential complements of nouns, which are immune to w&-movement (or, perhaps,
to relat ive interpretat ion), a dif ferent posit ion in the hierarchy than relat ives. Cf.
Jackendoff (forthcoming) for some suggestionsJS

To sumnrarize, I  have suggested that we can el iminate from the grammar rules of
conrparative delet ion, topical izat ion, cleft ing, object-delet ion and "tough move-
ment." rules for adjective and adjective-quali f ier complements. and others, in favor
of the general rule of w&-movenrent that also yields direct and indircct questions
(f ini te and inf init ival) and f ini te and inf init ival relat ive clauses, several rather general

rules of interpretat ion, and some language-specif ic propert ies of base and surface

ON WH.MOVEMENT

structures. I f  this analysis proves tenable, we can drastical ly reduce the grammatical
apparatus for the descript ion of English; but more important, we can drastical ly
limit the class of possible rules. Sonre curious and otherwise unexplained phenomena
fall into place quite naturally, under this simplification of grammatical theory and
the descript ion of English. The propert ies (49), which appear (with the provisos
noted) in a wide range of cases, fall together natura_lly, as a consequence of indepen-
dent and, I think, rather natural conditions on rules: the subjacency condition,
which in effect limits the "memory" available to transformational rules; SSC, which
selects a most prominent NP in an embedded cycl ic category that is alone accessible
to rules i f  i t  is present; and PlC, which immunizes a certain categ,ory of proposit ions
from rule application, subject to the languaBe-specilic proviso that permitsCOMP-
COMP movement over a "bridge." Each of these condit ions may be thought of asa
l imitat ion on the scope of the processes of mental computation that ult imately
determine phonetic and logical form.

This discussion provides evidence in support of a positive answer to the query
(50), and specif ical ly, to the thesis that rhe phenomena that fal l  under CNPC and
the w&-island constraints are to be explained in terms of more general propert ies of
rules. But the evidence does not (and could not) suffice to establish the thesis, even
if everything suggested here proves to be correct. This is, it remains an open possi-
bi l i ty that some of the phenomena that fal l  under these constraints must be ex-
plained in other terms. Before turning to this question,l  want to consider the effects
of some modifications of the conditions discussed at the outset.

In our formulation of the basic conditions on rules, the notion "cyclic nqde"
plays a crucial role. The cycl ic nodes were taken to be NP and S (and pe rhaps S) in
the foregoing discussion. Suppose that we were to add S to the category of cyclic
nodes. A slight reformulation of PIC is then required, bur it is otherwise unaffected.
There are interesting consequences in the case ofSSC and subjacency, however.

Consider the effect on SSC. Given a structure of the form (176), no rule can
now involve X and Y i f  S contains a subject not containing )/  and not control led by
X:

(176) .  . .  X. . . [  s. . .  / . . .  1. . .  x. . .
Suppose in particular that X is NP. Then a rule zuch as wft-movement, extracting
rn NP to the COMP position X outside of S, can apply to X only if / is the subject
of S. In general,  only subjects are accessible to movement rules involving an element
outside of S, on this interpretat ion of SSC. It  is well  known that in many languages
only subjects are accessible to many rules. Cf. Ross (1972); Keenan and Comrie
(1973). Perhaps this fact can be explained by a modif icat ion of SSC for such lan-
guages in the manner just suggested. Note that i f  such a language also hasCOMP-Io-
COMP movement, the effect wi l l  be that only the subject of a subject sentence wil l
be accessible to rules. For an apparent example, see Bell  (  1976).

The effect of incorporating S among the cycl ic nodes is ntore far-reaching in the
case of zubjacency. I t  now fol lows that in a structure of the form (177), wh-
movement cannot extract Y to COMP:
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ln particular. it follows that wrr-movement cannot extract anythlng from the sub-
jcct of a sentence. Since the earllest work on transformational gramntar, it has been

ctear that wlr-nrovement must somehow be restricted in this fashion- E.g., it is

noted in Chomsky(1955) that the rule of wft-movement must be prevented from

applying to ( I 78), to give ( I 79) :

( 178) lyour interest in himl seemed to me rather strange

(179) *whom did [your interest inl seem to me rather strunge

In the earliest work, it was assumed that the structural description of the rule must

be designed to exclude this possibility. Later, general conditions were proposed on

the functioning of rules, e.g., the Subject Condit ion of Chomsky (1973)10 The

Subject Condition follows at once from subjacency, when S is taken to be a cyclic

node.
Of course, it follows as well that wfr-movement cannot extract a phrase from a

nonsubject NP, as in ( 180):

( 180) wlro did you see I a picture of tl

But the sentence (180) is grammatical.  l t  was for this reason that subjacency was

not extended to include S in Chonrsky (1,9'73\. We return to this problem direct ly.

Let us assunre that i t  can be overcome and that subjacency is correcl ly formulated

with S as one o[ the cyclic nodes.

As a consequence of this decision, we now have the general property ( I 8 l):

( l8l) ln the structure (177), Y cannot be extracted from S; in part icular, wlt '

movement cannot move Y to COMP.

lf  the general approach sketched earl ier proves tenable, then perhaps the special

case of(180) is the only case.
Notice that nothing prevents extraction of )/  outside of NP within S, in (177)'

Thus there is now no barrier against the rules indicated in ( 182):

( 182) a. [5 COMP [s [Np , review \ lwas published lof Bi l l \  Uook\ l l
b. [r COMP lt lof the students in the clossl, lpp seueral t yl failed

the exantll

Whether (182b) is the correcl surface structure may be questioned. Note that

extraction of PP as in ( |  82b) is incornpatible with wft 'ntovement:

(183) a. *of the students in the class, which exam did several fail
*which exam, of the students in the class, did several fail
*l don't know which exam, of the students in the class, several

faited sl

The irnpossibi l i ty of (183a) fol lows direct ly from the suggested analysis, but not

that o[ (l83b,c). These examples suggest that the PP is extraposed to coMP,

contradicting our assumption, or perhaps that the PP is adjoined to S, creating a

new S-category in the usual way, so that subjacency blocks wlr-movement. In
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support of the latter alternative (or I  82b)) are such structures as ( |  84):

(184) I told Mdry that of the sndents in the class, several will fail

Let us suppose tentat ively that (182b) is correct in essence, assuming that the
problem posed by ( l83b.c) can be overcome as suggested. Note that extract ion of
phrases from the zubject, as in ( 182), contradicts the Subject Condit ion of Chomsky
(1973), as noted by Postal ( l97 a). But i t  is compatible with the reformulation of
this condit ion in terms of subjacency, which of course has the added advantage of
el iminating a rather ad hoc condit ion. Let us tentat ively assume, then, that the Sub-
ject Condit ion is dropped in favor of subjacency as just amended. Cf. note 50.

A different approach to these questions is suggested by Bach and Hom (forth-
coming). They propose a general constraint that they formulate as follows:

(185) The NP Constraint. No constituent which is dominated by NP can be
moved or deleted from that NP by a transformational rule [apart from
free delet ions, i f  such exist]  .

The NP Constraint differs in its empirical consequences from the modified subja-
cency condit ion in that i t  excludes al l  movement from NP, whereas the subjacency
condit ion excludes only those movement rules that extract an element frorn S as
well  as NP; just wh-movement, i f  the foregoing analysis is correct.

TheNPConstraint is immediatelyfals i f iedbysuchexanrplesas(182).52 Infact .
i f  the foregoing analysis is correct, the apparent general i ty of (185) is i l lusory: rhe
only rule subject to it is wlr-movement, which is also the only rule extracting a
consti tuent dominated by NP from S as well  as NP. Al l  other extract ion rules. i t
soems without exception, apply freely to subparts of NPs, as do all interpretive
rules (subject to SSC, of course, as in *"we read [Bi l l 's stories about each other] ,"
"they read [Bi l l 's stories about them] " with coreference of they, them)!3 The
unique status of wft-movement from NPs is exactly what is captured by the analysis
in terms of subjacency, since only this rule extracts a phrase not only from NP but
rlso from S (on the assumptions of the foregoing analysis).

Let us now turn to the remaining problem, namely, wft-movement from non.
nrbject NPs, as in (180). Bach and Horn argue. very plausibly I believe, that the
interrogative ( 186) derives from ( 187), with the structure as indicated. rather than
from (188) (see also Cattel l ,  1976):

(186) who did John wite a book about

(187) John wrote I*p a bookl [about whol

(188) John wrote t yp a book about whol

They argue further that (187) is base-generated a. longside (188), as shown by the
fact that we can have such sentences as(189) and by the unambiguousinterpreta.
t ion of (190a) as compared with the ambiguity of ( l90b,c):

(189) a. John wrote it about Nixon
b. a book was written about Nixon by John 5a
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( I90) a. John destroyed lhis first 5 books about Nixonl, in 1965

b. John wrote [his first 5 books about Nixonl, in /,965

c. John wrote lhis first 5 bookslabout Nixon, in 1965

Correspondingly, on their assumptions, we can question "a book" in (187), obtain'

ing( l9 l ) ,  but  we cannot form (193) f rom (192):

( l9l) v,hat did John write obout Nixon

(192) John destroyed a book obout Nixon

(193) a. 'who di<l John destoy a book about (cf.(186))

b. 'a book was destroyed obout Nixon by lohn (cf. (189b))

c. 'what did John desffoy about Nixon (cf. (l9l))

Suppose that we fol low Bach and Horn in assuming that when w/r 'movement has

taken place in nonsubject position, it has not extracted from inside an NP but rather

fronr a PP that is not dominated by NP, but directly by VP, as in ( | 87). This elim-

inates the remahing probtem in the formulation of subjacency suggested above.

It remains to determine how structures of the form (194), which are subject to

wft-movement of each NP. are derived:

( re4) coMP NP [ypV Nr [P NP] l

Bach and Horn assume that all of these are base-generated. The contention is plaus

ible in the special case of (187), where wehave the correspondingpronominal form

(189a), but not, I  bel ieve, in many other cases, e.g., (180) or many such cases as

( r e5):
( 195) a. who did he lind a picture of t

b. what books did he wite reviews of t

ln these cases we cannot have forms corresponding to (189). Thus:

(196) a. *he saw it oflohn
b. *he found it ofJohn
c. the wrote them of three novels

But in these cases we can question the NP in the PP. Thus the propert ies that Bach

and Horn consider do not correlate, contrary to what they assume. Base'generabi l i ty

seems to me plausible only in such cases as (187), where "write a book" is treated

virtually as a verb, and in fact possessive deternriners are impossible; see below; also

(vi),  (vi i)  of note 10.
Departing now from Bach and Horn's analysis, suppose that we postulate a rule

of extraposit ion from NP to give (198) from (197), perhaps related to the famil iar

rule (cf.  (21)), though more l ikely, a kind of "readjustment ruIe."

(197) he saw ["r apicture [pp ofJohnll

(198) he saw [ *r a picture t] [pp oflohnl

The conditions on the choice of the matrix verb are obscure; thus the rule can

apply to see, find, but not destoy; There appears to be some vacillation and

disagreement in informant judgment on thismatter, asone might expect in the case
of a marginal rule such as this.

The extraposi t ion rule forming (198) produces a structure just  l ike the base.
generated structures, apart from the trace, in (l9g). we can at one explain the
impossibil i ty of pronouns in rhe Np position of (l9g), (196): these are not base_
generated structures. For the same reason, we cannot have (199):
(199) what did he see of John
Application of wlr-nrovement and passive to ( l9g) gives the torms (200):
(200) a. who tlid he see a picture o!'t

b. [whor picture t I did he see lof Johnl
c. la picture tl was seen Ioflohnl

The status of (b) and (c) is obscure; cf. note 54. pencling further investigation, I wil l
put them aside.

we now have the following three cases, with the deep structures intlicated:
(201) he took INpa picturel Ippof Johnl
(202) he destroyed INp a picture ofJohnl
(203) He saw IHp a picture of Johnl
The lexically govemed extraposition rule gives (2o4) frorn (203), but does not
rpply to (202):

(20$ hesaw Iup apicturerl Ipp ofJohn]
The cases are differentiated in the following way:
(205) a. Possibil i ty of pronoun in place of a picture: (201) but not (202).

(203-4)
b. Applicabil ity of wft-movement toJohn: (201), (204) but not (202)
c. Possibil i tyof apossessiveNP in place of a:(202),(203-4) but not(201)

Notice that we cannot have (206):
(7u6) *who did he see Bill's picture of t
Th,e.reason is that extraposition from Np is impossible in (207) because of SSC (cf.
(21).
(207) he saw [Bilt's picture of lohnl
since extraposition from NP is impossible in this case, subjacency (and also ssc)
will prevent wi-movemenr; hence (206).

since possessives are in any event impossible in the quasi-idiomatic case (201),
wc do not have (208):

(208) a. *who did he take Bill,s picture of
b. *who did he wite Bill's book about

Bach and Horn argue that the forms underlying (20g) are brocked by base rules.
But their analysis does not extend to case (203) (see find, etc.),where wft-move-
mcnt is possible from the PP, but we do have possessive forms, as in (207). They
note the problem for their analysis in the special case of ( I 90b,c), leaving it unsolved,
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but in fact the problem is considerably more general, as we have seen. The problems

all seem to be overcome in a natural way along the lines just sketched, with ess€n-

tial reliance on SSC and the modified version of subjacency.

There seems to be some reason, then, to take S to be a cyclic node for the defini

tion of subjacency (and for some languages, perhaps, SSC as well). The basic insight

of Bach and Horn makes it possible to overcome what seemed to be a fundamental

objection to this approach, and when incorporated within the framework outl ined

earl ier, provides a natural explanation for an interesting class of phenomena.

There are furt lrer consequences tJrat should be investigated. Thus, i t  is no longer

clear that S nrust be taken as a cycl ic node for subjacency. The question has conse-
quences with regard to preposinS rules and other matters. Furthermore, the stan-
dard argument for the relat ive rather than absolute interpretat ion of the A/A
principle*namely, that NP can be extracted from NP by w/r-movement-disappears,

leaving open the possibi l i ty that this principle can be interpreted dif ferently. Cf.

Kayne (1975) ior some ramif icat ions. Cf. also note 54. I  wi l l  have to leave thesc
interesting questions open.

I will conclude this discussion with some remarks about the adequacy of the
general thesis (50): specifically, can we appeal to wft-movement and the conditions
assumed for a general explanation of CNPC and wft-island constraints? Do these and

similar phenomena appear outside of the domain of rules of construal in the sens€
suggested ( including movement rules, under the trace theory)? I cannot hope to

review the substantial literature on this question here, but will consider a few cases.

Some examples in the l i terature al legedly i l lustrat ing condit ions on rules may

have been wrongly analyzed. For example, I have just been arguing that the analysis
of (209) in Chomsky (1973) was incorrect;

(2W) twho di<I you see John's picture of

To take another example, i t  is argued in Chomsky ( 1973) that (210b) is blocked by
SSC applying to tlre rule associating no t, many, giving essentially the meaning "few":

(210) a. we didn't see pictures of many of the children
b. twe didn't see John's pictures of many of the children (' on the rele-

vant interpretat ion)

But consider (21 l ) :

(21l') we didn't helieve that Bill had seen plctures of many of the children

It seenrs that in this case not can be associated with rnany,violatingSSC and PIC if

the rule is a rule of construal. In our present framework, there is no reason to sup.

pose that i t  is. Thuswe are left  without an explanation for(210).
Perhaps what blocks (2 |  0) is not SSC but rather a prohibit ion against associat ing

not and many when the latter is within a "specific" NP, whether definite or specific

indefinite. Consider (2 l  2):

(212) a. we didn't see the picturcs of many of the children

b. we didn't see certain pictures of many of the children
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In all such cases, association of nol, many seems difficult or impossible. Perhaps,
then, the problem with (210b) is simply that the possessive NP "/olrn i is definite. 55

Thus what appeared to be a case ofSSC fails under a different principle.
Analogous queslions arise in the case of the quantifrer any, often held to be

subject to island condit ions on scope determination. Fauconnier ( |  975) argues that
(213b) is prevented by CNPC from having scope outside of NP, as compared with
(2 t la):56

(213) a. I didn't see anyone\ husbond at the meeting
b. *l dfulnl see the man onyone is monied to at the meeting

However, a further look suggests that specif ici ty of the NP, not CNPC, nray be what
is involved. Consider (214\:57

(2la) a. we can't tintl books that hove ony missing pages

b. twe can't tind the books that have ony missing pages

c. *we can't tind certoin books that have any missing pages

The cases dif fer just as (210){212) do. One may interpret(214a) with wide scope
for ony,as for example, in despair after a search for certain missing pages has failed,
even though any is within a complex NP.

Some discussions purport ing to show that island constraints hold without move-
ment seem to me to be based on rather questionable data. For example, Bresnan
(1975) argues that CNIt appl ies in nonmovement rules on the grounds of such
examples as (2l  5) :

(215) a. who was planning to buy what
b. who wat arguing about a plan to buy what

As she notes, we must exclude the interpretat ion as echo questions. We can do
this,  for  example,  by embedding (215),  as in (  216):

(216) I wonder (don't remember) a. who was planning to buy whot
b. who was arguing about a plan to buy what

To demonstrate that CNPC holds in these cases, where there is plainly no move-
ment rule apply ing, we must argue that(216b) is starred but not (216a).

I  do not myself perceive any signif icant dif ference in acceptibi l i ty between
(216a) and (216b). But even i [  there is such a dif ference, i t  does not suff ice to
show that CNPC holds in this case. To establistr that CNPC holds it is necessary to
show that structures of equivalent complexity with a cyclic node S in place of NP
are acceptable, while the structures with NP are not. Thus to establ ish that CNPC
holds of direct questions does not suff ice to compare (217) with (218), where
brackets bound cycl ic categories:

(217) who do you believe lthot John sawl

(218) *who do you believe [the claim lthat John sowll

These examples suff ice only to establ ish the weaker "complex phrase condit ion."
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To show that the relevant condit ion is, rather, CNPC, i t  is necessary to contrast
(218) wi th (2le):

(219) who do you believe lthat Bill claimed lthat John saw ll

Noting that (2 l9) is grammatical while (218) is not, we establ ish that the "complex

phrase condition" does not suffice and that in fact CNPC is operative. This is the

course we have followed in the foregoing discussion.

Returning now to (216), to establ ish that CNPC holds we must consider such

cases as ( 220):

(22O) I *,oruler (don't remembcr) (a) who was arguing lthat Bill planned lto
buy whatll

(b) who was arguing about la plan [to
buy whatll

Only i t '  (a) and (b) dif fer crucial ly in grammaticalness is there an argument for

CNPC fronr these cases. But I  see no dif ference, certainly nothing comparable to

the dist inct ion between (219), (21 8), which is the relevant analogue. I t  seems to

nle that double-w/r structures are fair ly free, in violat ion even of such constraints as

the coordinate structure condit ion (cf.  (221), subject to some quali f icat ions about

increasing conrplexity and its effect on naturalness, which may very well hold quite

general ly (e.g.. in such cases as (219)), and therefore belong to an independent

component of the ful l  systenr of language and language use.

(221') I wonder (don't rememher )who went to the store to buy wine and what

(222\ I don't remember who wondered how to tlo what to whont

Sinri lar ly, Bresnan argues on the basis of (223\ that the rule in question observes
CNPC. but a satisfactory argument would require a basic dif ference between (223b)

and (224):

(223) a. who saw pictures of whom
b. who heanl claintsah<tul picturesof whont

(224\ who heard that Bill vw pictures of whom

I am not at al l  convinced that there is a relevant dif ference. My judgments on theso

exanrples are not at al l  f i rnr, but I  would tend to take thenr as evidence that non'

movement rules do not observe the constraints in question.
Bresnan's most interesting and important argument, however, dea.ls with another

matter, namely the rule she cal ls "comparative subdelet ion" (CSub), which yields

such sentences as(225), from Bresnan ( 1975):

(22-s) a. they l1sr. ,nany nrore enenries tlun we have friends
b. she seems as happy now as she seenred sd before

c. my sister drives as carelessly as I drive carefully

El inrination of the boldfaced word in (225) gives the coresponding comparatives,

which Bresnan takes to be derived by a delet icln rule fal l ing together under a single

general iz.at ion with C-Sub.
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Bresnan argues further that C-Sub observes CNPC, as illustrared in(226)\228):

(226) a.

b.

(227) a.
b.

(228) a.
b.

this policy has been as harmful to our interests as people believed
it would be beneficiol

ethis policy has been as harmful to our interests as people believetl
the claim that it woukl be beneficial

I'll have to give as manl Fs as you've proposed to give As
*l'll have to give as many Fs as you've dicussed a proposal to give As

it has done no less harm than you say it has done gootl

'it has done no less harm than you have the opinion that it has
done good

To slrow that cNPC is involved, rather than just a "complex phrase constraint," we
must compare not the (a) and (b) cases of (226)-(228), but rather the (b) cases and
ruch examples as (229)-(23 I):

(229) this policy has been as harmful to our intercsts as people believed that
Tom claimed that it would be beneficiol

(230) I'll have to give as many Fs as you've mentioned that Bill proposed to
give As

(231) tt has done no less harm than you informed me that it has done good

certainly (229)<231) are much less acceptable than the corresponding compara-
tivcs, with the boldface phrases removed. This is characteristic. To take another,
dmpler case, consider (232):

(232) a. the desk is as high as it is wide
b. 'the desk is as high as they believe the claim that it is wide
c. ?the desk is as high as they believe that Bill claimt that it is wide
d. the desk is as h@h ds they believe that Bitt claims that it is

ln(232), the basic judgments seem to me to be that (a) and (d) are fully acceptable,
rhereas (b) and (c) are not. Case (232a) is C.Sub; case (232d) is comparative for-
mation, which I have argued is wlr-movement. If there is no further difference
bctween (232b) and (232c), then we may simply say that a "complex phrase con.
draint" appl ies to c-sub. l f  we take the dif ference ro be signif icant, with (232c)
considerably more acceptable than (232b) (and comparably in the examples (226)-
(231), then we might decide to accept(232c) as grammatical,  explaining i ts relarive
unacceptability in some other terms, say, in terms of some performance factor-
though why such a factor should apply in c-sub but not in comparatives is unclear.

Bresnan notes that "acceptabi l i ty of sentences involving Subdelet ion seems to
decay more rapidly as length and complexity increase than with [Comparative
Deletionl ." she also notes that "natural contrasts" or "foci" are required in c-sub
lo a much greater extent than in comparatives, ci t ing Akmajian. But rhese consid-
cntions raise some doubt as to whether in fact csub observescNPC and whether
it can be coalesced with comparative deletion or regarded as a rule operating over a
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variable. The "variable" in question must be subject to some condit ion indicating

that i t  isnot too complex, in some sensc, and that the apPropriate paral lel lsm holds.

This notion of "conrplexity" is qual i tat ively dif ferent, i t  seems, than the perform-

ance factors that may apply in cases of wft-movement (comparatives in particular).

It may well be that the conditions of complexity and parallelism, when properly

fornrulated. will simply rule out such cases as the (b) examples of (226)\228) and
(232) as being part icularly bad. I f  so, we do not have a case of CNPC, just as (210)

does not illustrate SSC, though superficially it appears to do so.

It  seems, in fact, that very sl ight modif icat ions suff ice to caus€ decay of accept '

abi l i ty of CSub. C--onsider such cases as the fol lowing:

(233) a. the desk is wider than it is h$h
b. the desk is wider than it used to be high
c. the desk was wider than it seems to me to be high now

(23a) a. slrc scems as happy nou) os she seemed sad belore
({  225b);  Bresnan's (83))

l was vd before )
b. she seems as happy now as she I hw ever been vd I

I witl ever be sad )

(235) a. John is happier today than be usually is ud
b. John is happier than he looks healthy
c. John looks more satisfied than he is happy

d. John is more heoltlry now than he has been hoppy for mony yean

ft seenrs to rne t lrat (233b,c), (234b), and (235) are very low in acceptabi l i ty, hardly

better than (232b) ( i f  at al l) ,  al though the comparatives formed by removing the

ital icized word in these examples are perfect ly acceptable and the modif ' icat ion that
gives the unacceptable C-Sub forms is rather slight. Thus it seems to me difficult to

establish that C-Sub nreets CNPC, that it lalls under the same generalization st

conrparative forrnation, or that it is a rule operating over a variable.

To sunrmarize so far. I have argued that comparatives are formed by wft-movc'

nrent, and that there seems no reason to postulate a second rule of comparativc

delet ion that is extensional ly identical (as a function) to wh-movement over a zub'

domain of the latter. I  see no reason to bel ieve that C-Sub constructions chal lengc

that conclusion. However, i t  remains to determine how CSub relates to the general

thesis (50). Specif ical ly, is C-Sub a rule of delet ion over a variable meeting tho

conditions (49)? lf tlte answer is positive, we must permit a new categ,ory of ruler,

deletion over a variable, thus expanding the class of permitted Srammars. Further'

more. we nrust abandon the thesis (50) and with i t  the explanation for CNPC, wlt '

is land constraints, and cross-overJS But the crucial data seem to me relat ively

unconvincing. Unti l  some formulation of the relevant notion of "complexity" or
"paral lel isrn" is advanced, we real ly have no way of knowing whether the restr io

t ions on CSub bear on the thesis (50) at al l .
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But in fact further analysis shows, I  think, that l i t t le hinges on the question of
whether CSub is taken to observe the condit ions (49). We can see why by consider-
ing more carefully the applicability of Bresnan's relativized A-over.A condition
(RAOAC) to the case of CSub.

Recall that RAOAC guarantees that application of wlr-movement to (236) will

$ve(237), not (238):

(236) a. John read f[how manyl booksl
b. Iohn is Ihow (much)l tal l l

(237) a. how mony books did John read
b. how tall is John

(238) a. *how many did,lohn read books
b. *how (much) is John tall

The condit ion guarantees that the larger bracketed phrase of (236) is extracted, in
these cases. Bresnan argues that the same condition is applicable in the case of
C-Sub. Given (239) we form (240) by C-Sub, delet ing X:

(239) the desk is os hish os it is llxl widel

(240) the desk is as high as it is wide

Bresnan tskes X to be a QP, say, that much. Why doesn't RAOAC apply, deleting
(241a), as it moves (24 | b) in (236b) or (according to Bresnan's analysis) as it deletes

Qah)nQa!:

Qar) a. llx lwidel
b. l lhow (much)l tall I

QaD a. this desk is as wide os that one is l[Xl wide ]
b. this desk as as wide as that one is

The reason, Bresnan argues, lies in the principle of recoverability o[deletion. Thus
MOAC requires that we apply the rule to the maximal appropriate phrase that is
not distinct from its antecedent; (241a) is distinct from its antecedent in (239) but
not (242a); therefore only X is deleted in (239). It is this assumption that permits
Bresnan to take comparative deletion and CSub to be the same rule.

But the assumption seems to me questionable. Notice in the first place that on
this approach, we must take (243) to be analogous to (244) rather than (245)]59

Qal a. John is taller thon Bill is tall
b. John is toller than he is tall (take he to refer to John)

(2u) how is John tall ({238b))

(2a5) a. John's h/ight exceeds Bill's height
b. John's hiight exceeds his height (take /re to refer to John)

The reason is that under this analysis, Q 3a,b) derive by the same violation of
RAOAC that gives (244). But this conclusion seems to nre highly counterintuit ive.
Rather, it seems to me that (243a,b) are quite analogous to (245a,b) and very
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different fronr(244);specif ical ly, (243b) seems to be simply a logical contradict ion,
[ke (2a5b).

But in fact there is addit iona.l  evidence that Bresnan's analysis of C-Sub isdefec-
t ive. A crucial requirement of this analysis is that (243) must be marked ungrammat-
ical,  as a violat ion of RAOAC. But in fact, neither (243a\ or (245a) (nor, for that
matter, (243b) and (245b), which I take to be just contradictory) is ungrammatical,
as we can see readi ly by constructing an appropriate context. l f  this is correct,
then we can understand why (2a3) seem analogous to (245) rather than (244),
which really is ungrammatical. As relevant contexts, consider the following:60

(246) Speaker A: John is more courageous than Bill is intelligent
Speaker B: No, you've got it all wrong; John is more courageous than

Bill is courageous

(247) Speaker A: this desk is h$her than thot one is wide

Speaker B: llhat is more, this desk is higher tho,r thdt one is high

( 248) Speaker A : this desk's height exceeds thot desk's width
Speaker B: In fact, this desk's height exceeds that desk's helght, too

Similar examples can be constructed for (243),(245), apart from the dif f iculty of
f inding a natural contrast to "tal l" :

(249) Speaker A: John is taller than Bill is heavy
Speaker B: What is more, (243a)

( 250) Speaker A : John's height exceeds Bill's weight

Speaker B: Furthermore ,(245a)

In short,  when context supplies an adequate reason f ior placement of the required

stress on the compared form in CSub constructions, examples such as (2a3), (2a5)
(but never (244)) arc quite all rig,ht. The simplest explanation for this fact, avoiding
any elaborate complication of rules to dist inguish somehow between cases of
phonetical ly identical stress, is that C-Sub simply removes X in (239), etc.,  and is
not subject to RAOAC. The remaining element is stressed, but for reasons having
nothing to do with CSub; ct.  (2a5). l f  the remaining element happens to be iden-
tical with the paired phrase that is its "antecedent," then the sentence is either
contradictory (as in (243b) and (245b)), or else nrust be understood as in thedic
courses cited. Al l  of this wi l l  forrn part of the rules of interpretat ion for foci inC-
Sub constructions.

Notice now that there is no basis at all for generalizingCSub and comparatives,
which is just aswell  in the present framework, for reasonsalready discussed. Butwe

can go further. Consider the choice of the element X el iminated in CSub, as in
(239) or more general ly,(251):

(251) .  .  .  than (as) NP rs [ [qp X] .  .  l

There are several kinds of famil iar delet ion phenomena. Typical examples are VP-

delet ion,  as in (252);w/r-delet ion,  as in (253);  andBr-delet ion,  as in (254):
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(252\ lohn lelt early but Bill didn't (leave early)

(253) a. the man (who) you met left early
b. John is taller than (what\ Bill is

(254) John wants (for) to leave

In such examples as (252), there is typical ly a variant with the deleted phrase un-
stressed. lt may well be that this is the only kind of deletion that involves lexical
i tems; namely, delet ion "under identi ty" (cf.  p.81, above) of a phrase that can
appear unstressed.6l Examples (253)-(254) i l lustrate another major class of dele-
t ions-perhaps the only other case-namely, delet ion of designated terminals, sharply
restr icted, and often with optional or dialectal variants without delet ion.

Let us now return to CSub and ask where delet ion of X in (251) f i ts into this
pattern. Plainly, i t  is not a case l ike (252); there is no variant with an unstressed
cxpression. Nor are there optional or dialectal variants. The deleted element X must
simply be absent; period. The rule of CSub, aswe have seen must refer specif ica. l ly
to X; i t  does not fal l  under RAOAC, as in (237). Assuming Bresnan's analysis, X is
eimply some representative of QP that is obligatorily eliminated.

We do have an element that is obl igatori ly deleted under some condit ions, namely,
wft-.  Suppose, then, that we were to take X = wh- or to take wft.  to be a feature of
X. This choice al lows us to express the relat ion between comparatives and CSub
constructions in terms of presence o( wh-. Furthermore, the obligatory deletion
might fall under a broader generalization or might require no rule at all, given that
wft- in isolat ion has no phonetic content. And we can easi ly formulate RAOAC so
that i t  does not apply to "bare" w/r- but only to phrases wh-Y (Y some terminal
str ing) of the form X-bar (with the r ight number of bars; three in Bresnan's theory).
We might, for example, limit RAOAC to cases where wft- is a specifier, in the sense
of X-bar theory, of some lexical category, as it is in all the cases where RAOAC
applies but not in (25 t),  where i t  does not.62

Pursuing this approach, we will have wft.movement followed by the familiarwft-
delet ion in CSub constructions.63 l t  wi l l  fot low, then, that C-Sub has the proper-
ties (49).

Bresnan I,ives a number of arguments against the assumption that a movement
rule such as wft.movement appl ies in CSub. There are two basic points. The f irst
is that there are no dialcctal variants with wh.words in the case of C-Subl i .e..
no examples such as (255) analogous to (256):

(255) John is more courageous than what Bill is intelligent

(256) John is more courageous than what Bill is

But this argument does not apply to the analysis just suggested. Under this analysis,
there is no fornr such as (255) for the reason lhat no w/r-word was moved. but
only wft-, which cannot be phonetically realized. The second argument is that
where there is a lexical string in place of X in (25 l), extraction of QP is impossible,
u i l lustrated by (238). That is, "certain kinds of left-branch modif iers cannot be
moved away from the consti tuents they nrodify." Bresnan explains this fact in
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terms of RAOAC, and we have been relying on her explanation in the case of ques"
tions and relatives. But we have already seen that RAOAC does not account for
CSub; rather, we must reformulate either RAOAC or CSub, perhaps along the
l ines just sketched, so that CSub does not fal l  under RAOAC. Therefore, this class
of arguments against a movement rule no longcr applies. Whether we have deletion
or movement. the left-branch modifier involved in CSub is not subject to the
general left-branch condit ion, which Bresnan convincingly explains in terms of
RAOAC. In short,  i t  does not matter whether we assume that the designated ele-
ment X of ( 25 I ) is deleted in place, or is moved by w/r-movement and then deleted
by an obl igatory rule; in either case, eit ler because i t  has no phonetic content in
principle (and therefore, str ict ly speaking is not deleted) or as a subcase of the
famil iar rule i l lustrated in (253).

We can now see that C-Sub, though an extremely interesting phenomenon, does
not seem to be relevant to our current discussion or to the thesis (50). I f  we decide
to rule such "complex" examples as (232c) ungrammatical,  then i t  fol lows that
CNPC, etc., simply do not apply to C-Sub. In accordance with this decision as to
the facts, we wil l  formulate CSub as a rule delet ing X of (251) in place;whatever
condit ions are establ ished regarding complexity and paral lel ism wil l  form part of
the associated rule of interpretation. The rule is no longer "deletion over a variable";
we therefore do not have to admit this new category of rules into the grammar, and
nothing fol lows concerning the general thesis (50). Or, i f  we decide, with Bresnan,
that (232c), etc.,  are grammatical,  then we wil l  conclude that CSub does observe
our general conditions subject to some extragrammatical factors that account for
the rapid decline in acceptability with complexity and for the focus and parallelism
requirements. In accordance with this interpretat ion of such constructions as
(232c), we wil l  st ipulate that X of (251) is (or has the feature) wlr-;  We now have
just another bit of evidence corroborating the general thesis (50), though very weak
evidence because of the ambiguous status of(232c), etc.

The choice between these two alternatives wil l  have to await a better under-
standing of the condit ions on complexity and paral lel ism involved inCSub con-
structions. As far as the general thesis (50) is concerned, nothing seems to follow,
either way.

l f  this l ine of arSument is correct, we have then a very welcome outcome. Namc-
ly, there seem to be no clear counterexamples to the general thesis (50). The conse-
quences have already been noted several t inres. We have an explanation for a variety
of otherwise unexplained constraints in terms of rather simple condit ions on rules,

condit ions that seem entirely natural as l imitat ions on procedures of mental compu-
tation. Furthernrore, we can reduce drastically the set of available rules. There will

be no asymmetry between r ightward- and leftward-movement rules; al l  are upward-
bounded, in Ross's sense. There is no dist inct ion between bounded and unbounded
rules. All movement rules are simply subject to subjacency, if they are part of the
cycle. There is no clause-mate constraint appticable to certain rules but not othen.
The only deletion rules are those of the type (252)1254), and of these, only(252)

are non-tr ivial.  Rules of construal and no others are subject to the basic condit ions
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(+), (5); we thus have a ratier natural formulation of an autonomy thesis for lormat

Srammar, as noted earl ier. More important st i l l ,  we have some reason to bel ieve that
for the core grammar at least, the expressive power of transformational rules can be
vastly reduced so that very few possibilities are available at all. Thus the class of
possible grammars is significantly reduced and we have a natural and rather far-
reaching explanation for phenomena of the sort under discussion here. of course,
these conclusions will only hold if the problems noted along the way and many
others, no doubt. can be overcome.

Reduction of the class of avai lable grammars is the major goal of l inguist ic
theory. To account for the lact that language is acquired as it is, we must find ways
to restrict the "space" of potential grammars to be searched by the language
learner. Note that reduction of the class of grammars is not in itself an essential
god, nor is restriction of the class of generable languages; it is the class of "avail-
able" grammars that is important, We might in principle achieve a very high degree
of explanatory adequacy and a far-reaching psychological theory of language
growth even with a theory that permitted a grammar for every recursively enumer-
able language. The reasons are those outl ined in chomsky ( 1965), chapter I ,  section
9. what is important is the cardinal i ty of the classof gramnrars that are compatible
with reasonably limited data and that are sufficiently highly valued. we achieve
explanatory adequacy and approach a successlul " learning theory" for language to
the extent that this class is small ,  i rrespective of the generative capacity of the class
of potential grammars. we can try to keep this class "small" by restr ict ive condit ions
on the various components of the grammar (e.g., the X-bar theory for the categorial
component of the base). The preceding discussion suggests other ways in which the
variety of highly valued grammars can be reduced-quite signif icantly, i f  the sugges-
tions developed here prove tenable.
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Notes

l .  As noted in Chomsky (1973),  the pr inciple of  str ict  cycl ic i ty as there formulated impl ies
that rv,t-movement is cyclic. Bach and llorn (1976) state that they do not see why this prin-
ciple implies that wA-movement is successivc cyctic. The problem tlrey perceive arises from
their conclusion that when I wrote that the principle implies ..cycliciry,,' I reaily meanr
"successive cycucity"; cf. thet note 23. But I did rnean "cyclicity," and the problem they
see does not arise.

2. Kayne suggests r possible deep structure for this cese, but it seems rather artificial.
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3. Notethatthereisnowaytoexplainthesefacts intermsofa"clause-mate"constraintand
a rule of raising to object. In the first place, reciprocal interpretation is not subject to a
"clause-mate" constraint. cf. (7), (8)l in fact, I think there is no credible evidence that any
transformational rule or rule of construal is subject to such a constraint, i.e., that there i3
any reason to permit this option within linguistic theory. Furthermore, in many dialccts
we have such sentences as "they want very much for each other (themsclves) to win,"
completely ruling out any such analysis. In general, even if there is a rule of raising to
object position, which I doubt, it will not apply to want-type verbs, for reasons discusscd
in Bresnan (197{1, 1972, 1976c); Lightfoot (1976a). See the latter for a general review of
the matter-

4. Cf. note 3. Note that in all dialects, "they want very much tor them to win" requires dis-
joint reference between the italicized positions. I will assume here that EQUI is correctly
analyzed as deletion of "X's selF' (X a pronoun) in the context for - YP, optionally in
some dialects, obli8atorily in others, yielding the dialectal "they want for to do it" and thc
standard "they want to do it" with prdeletion before -lo, under conditions that are
moderately complex and somewhat variable across dialecls. For discussion, cf. Chomsky
(1975c),  and for an independent arSument,  cf .  Fodor (1975),  pp.  la l f f .

5.  Bach and l lorn (1976),  in a cr i t ic ism of Chomsky (1973),  argue that " the total  ef fect  of
the Specified Subject Condition . . . (etc.). . . is to block extraction from" noun phrases,
This is a rather selective reading. Fixamples of reciprocal interpretation and disjoint refer-
ence, not to speak of many others discussed in Chomsky (19?3), have nothing lo do with
extraction from noun phrases. Thus even if they were correct in their proposals concerning
noun phrascs. to which I return below, the conscquences for the analysis presented in
Chomsky (1973) would be sl ight ,  i t  seems to me.
presented in Chomsky (1973) would be sliSht. it seems to me.

5. The point of thcse examples is that by reliance on PIC and SSC, which are independently
motivated for interpretive rules, we can significantly reduce the expressive power of the
theory of transformations, perhaps even to such a level that basic rules can be formulated
as in ( l ) .  For discussion, cf .  Chomsky (1975b,c).  Even i f th is reduct ion is unattainable,  the
effect of the conditions discussed is considerable. This is important. since naturally we are
concerned to reduce the class of grammars potentially available.

7. These examples are from Kayne (1975), as reanalyzed by Quicoli (forthcoming a,b,c).
8: Such examples as (i) have been supgesled as counterexamples:

(i) 19! lro-_blSg porece lque t estan cansadosl
8ut as Quicoli observes, this appears to be a case of topicalization with subsequent dele-
tion of the subject pronoun rather than a casc of raising. Under the analysis of topicaliza-
tion presented below, PIC is irrelevant here. This is another example of the irrelevance of
unanalyzed examples to confirmation of conditions on rules.

9.  Cf.  Kayne (1975),  Quicol i  ( for thcoming b),  Pol lock (1976).  The Engl ish examples are
ci ted in Chomsky (1973) f ront  F 'auconnier (1971),  who gives the French equivalents.

10. Onecrucialassumptioninthisanalysis isthat inEngl ishCOMPcannotbedoublyf i l led.  l t
fo l lows that no morc than one element can be extracted to the tnalr ix scntence from a
complement c lause. Postal  (1976a) argues that th is assumption is incorrect ,  as shown by
( i )  and ( i i ) :

(i) under those conditions, ryfu! do you think I should do
(ii) if he comes, u,hat do you think I ought to do

lle argues that "both of the italicized phrases have been extracted fiom the complement
of think." Postal does not formulate the rules that he believes to be operative here, but
presumably he is assuming that certain phrases X are preposable to sentence initial posi-
t ion in thc contcxt  ( i i i ) :

( i i i )  Lhal  yo,  vP lS NP V .  .J l

Assuming that some such rule is what he has in mind, we see at once that it is incorrect.
Cf.  ( iv) ,  (v) :

ON WH.MOVEMF]NT t21

(iv) tunder those conditions, whot did you tell Mary Ithat I should do tl
(v) tif he comes, what did you tell Mary lthal I should do t I

To be precise, (iv) and (v) are not starred, but rather cannot be interpreted as extraction
from the position markcd with t, but only as preposing from the matrix clause. Thus the
rule that seems to be presupposed by Postal's discussion is wrong. This leaves us with the
problem of explaining (i), (ii). \lfhatever the explanation may be, notice that the phenom-
ena citcd have no direct bearing on the conditions on rules that Postal is discussing, for
reasons a.lready elaborated several timcs. Postal's discussion of alleged counterexample3 to
SSC is a good example of the fdlacy that I have noted several times: phenomena do not
bear directly on conditions on rules; only rules do. In no case does he propose a rule that
violates (or confums) these or any other conditions. Similar criticisms with regard to
Postal (1974a) appcar in Lightfoot (t976a); Bresnan (1976c).

As far as (i) and (ii) are concerncd, perhaps the explanation is that such phtases as "you
think" are 3ubject to r reanalysis as adsententials, so that none of th€ relcvant conditions
apply,just as we have "violations" ofCNPC under the reanalysis indicated in (vi) and (vii):

(vi) whot did he lmake o claiml that John row (acceptable, for many speakcrs)
(vii) whot did helhove an oppottunityl to do

Such reanalysis is motivated by the familiar analysis of tags: e.g., (viii), (ix):

(viii) I think thot John will come, won't he
lix) tl told Mary that John will come, won't he

Mether or not this suggestion is correct, I stress again that such examples as (i) and (ii)

have no relevance to lhe question of the adequacy of conditions on rules in themselves,
but only indirectly, insofar as they indicate what the rules of grammar might be.

I l. Compare '"what did they hear some funny stories about pictures of," blocked because of
subjaccncy. Cf. Chomsky (1973) for discussion of some complicalions.

12. A more familiar assumption is that relativization in these languages leaves a copy. I am
assuming that pronouns are base-generated, and that the power of transformations is so
restricted that pronouns (or, for that matter, lexical items in general) cannot be introduced
by transformation. Iror discussion, see Wasow (1972), lasnik (forthcoming). Perhaps the
most convincing argument against a pronominalization transformation, in my opinion, is
the one given by Dougherty (1969). He points out th^t in positions where nouns and non-
anophoric pronouns can freely occar, pronouns that can be understood anaphorically can
a.lso be understood nonanaphorically, a fact unexplained under a transformational analy-
sis but immediately explicable on the assumption that pronouns are base-generated (his

"anaporn relation"). Thus a transformational analysis is missing an important and obviously
nonaccidental generalization. Postal (1972) argues that Dougherty's obs€rvation is falsc,
on the basis of examples in which pronouns occur in positions where nouns and nonana-
phoric pronouns do not freely occur. Since the proviso italicized above is perfectly explicit
in Dougherty'sdiscussion (cf. his note l3) Postal's rejoinder is completely beside the point.

13.  I t  has been noted that Engl ish speakers somet imes use a construct ion wi th a pronoun
where an is land constraint  would block relat iv izat ion,  as in (23i i ) :  cf .  Andrcws (1975a) for
some discussion. I suppose that this is an ancillary process, not to be incorposated, strictly
speaking, within the grammar-

14. On the significance of erasure of trace, as in NP-preposing in (29), cf. Fiengo (1974),

Chomsky (1974, 1975b). Note that trace theory introduces no "globality" in any un'
wanted sense, contrary to what is sometimes assumed. Cf. Chomsky ( 1975b) for discussion.

15. We may take who, what to be, in effect, wh-penon, wh-thing, respectively, Thus who is
analogous to "what student." Relations between interrogatives and indeltnite pronouns,

discussed in Chomksy (1964), Postal (1965), will be expressed, within this framework, as
conditions on variables in LF, along the lines ofChomsky (19?5c).
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16. ln Clomsky (1973),  sect ion 17, i t  is  suggested that the rule of  wft-movement might be

replaced by an interpretive rule for wl-phrases generated in COMP Position. The rule of

interpretation would then be something Iike (38). t think thal this is entirely possible, but

I am not convinced that it is a meaningful alternative to the ttansformational analysis as a

movement rule, for reasons discussed in Chomsky (1975c). The same may be said about

the proposal to replace NP-movement rules by inlerpretive rules. lt seems to me that wc

; have three types of rules, each with thefu separate properties: NP-movement, wlr-move

ment, rules of construal (and, of course, others: e.8., extraposition, quantifter-movement

or interpretation, rOCUS, predication, etc.). If all are regarded as intetpretive rules, wc

stiU have the same three collections of properties, which can, in fact, be explained (rather

than stipulaled) if we take the NP-movement and wl-movement rules to be movement

transfornrations meeting the conditions discussed herc.
l?.  Directappl icat ionofdr-movementtogive(41) isblockedbyPlCandSSC.Appl icat ionof

w4-movement in the embedded clause will give "you told Mary Iwho she should meetl."

Extraction of who on the next cycle is blocked by PlC, since the bracketed phrase is a

tensed claus€. and by SSC, under the present fotmulat ion (but not that  of  Chomksy,

t9?3),  s ince i t  contains a speci l ied subject .  Cf.  noles 3?, 38. Bach and Horn (1976) state

that in Chomsky (1973) a "special clause" is requted "allowing extraction over a specilied

subject by movement into a coMP node." That is incorrect. Movement to the coMP nodc

in the rlst cycle does nor fall under (l l), as explained in chomsky (1973), because thcrc

is no internal cyclic node.

18. Examples (1) and O) are f rom Dean (1967).  Example (c)  is  f rom Erteschik (1973) '  who

gives a detailed discussion of the topic. The oddity of wh-movement fiom certain factivor

is noted in Kiparsky and Kiparsky (1970).

19. In Chomsky (1973),  note 22, I  remarked that none of  the arguments in the l i teratuc

appear to apply to the formulation of cyclicity of wh'movement proposed' Bach and Horn
(1975) dispute this observation, claiming that these:nguments do apply. They present

one example, which, as they note, is based crucially on the assumption that w,-movement

is obligatory in the embedded clause. They fail to note, however, that I explicitly assumed

the r ule to be optional; cf. section I 3. Thus the stalemenl to which they object seems to

nte accurate. They assert that optionality of w'l-movement undermines arguments for

successive-cyclicity, but they present no grounds for this conclusion (they do offer argu'

ments purporting to show that strict cyclicity is untenable, but whatev€r the merits of

these may be, the question is a quite different one). In fact, optionality of wi-movement

is irrelevant to the arguments for successive cyclicity. My assumption is that all rules of tho

"core grammar" (excluding what tlach, 1965, calls "housekeeping rules") are optiond' tho

apparcnl obligatorincss dcriving from filters and principles of interpretation, along the linGt

discusscr l  in Chornsky (19?3).  Cf.  Lasnik and Kupin ( for thcoming),  Chomsky and lasnik
( l i ) r thconr ing).

20. Note again that  we also must presuppose the "super iot i ty condi t ion" ofChomsky (1973) '

independently motivated by "l don't remember who saw what," '"1 don't remember whrt

who saw."
21. Note that if a language has no transformations, this "escape hatch" is unavailable in prlr

ciple. Therefore it follows that for such languages, extraction of wl-pfuases from embcddcd

clauses is impossible. Cf. Ilate (1976) for an argument alonS thes€ lines for Walbid. Nota

that the sufficient condition cannot be strengthened to necessary and sufficient

22. l lach ahd l lorn (1976) suggest a di f ferent explanat ion for  CNPC, to which I  wi l l  return.

23. llresnan notes that there is no convincing evidence for cross-ovet in the cas€ ofcomprrt

tive subdeletion, and that some of the cross-over phenomena do not seem to hold fOr

subdeletion. Reanalysis ofsubdeletion alongthe lines discussed below has as a conscqucno

that these structures should diffcr fronr comparatives in this respcct'

24.  Theanalysisrharfol lowsisessent ia l ly thatofClromsky(1974).  l twassuggestedbymrtGNt

ial prcscntc<l in l.lnronds ( I 9?6) based on ideas of Ann llanfield. I anr indebtcd to lvan Sg

for cnrcndat ions,  as noted below.

25. How seriously one should take this last remark I am not sure. There is no particular reason
to take the wA-phrase of the COMP in relalives to be a quantifier binding ihe variabtc, and
it may be that a natural semantic intetpretation of relatives, along th-e lines previously
discussed, will regard the variabre introduced as free whether or not the wi-phrase in the
COMP is delered. Cf. discussion following (24) and Vergnaud (1974).

26. E'g"subjects,extraposedclauses,pseudoclef ts.Alsosuchstructuresas., , l ,msadhelef t , ,

_ 
(cf. "l'm glad he left"), *.,1 muttered he'd better leave,,, etc.

2?. After writing this sentence, I noticed that it illustrates the property of Ieftdislocation
discussed cetlier without crcar exampres, namely, that the proposition need not be ..open"
but can be about the focused element of the TOPIC in some more vague way.

28. This ir ungrammatical, but for independent reasons; namery. free retatives with wfto are
excluded in general by a special restriction. Thus "this book is what t want Bill to rell
Mary to read" is fine.

29' The Iast example is frorn pinkham and Hankamer (l 975). we should have arso ,.pea green
iswhatTom ordered us to paintour boat" ;  "pea green, Tom ordered us to paint  our boat" :
"it was pea Sreen that Tom ordered us to paint our boat." But the last two of these seem
to me very questionable. The (d) cases also seem marginal, suggesting that pp might be
excluded from subject or Toplc. t am assuming here that the Toilc is;nstrued with the
embedded clause.

30. With obligatory auxiliary inversion.
3l' Pinkham and Hankamer, in.their very interesting study of clefts, state that theb analysis,

which postulates two independent rules that form ctefts (one of them suucture-building),
is intended "as a challenge to any ana.lysis" that is not structure-building. But I think that
the data they cite, where judgments are clear, is just as well handled by postulatin8 the
undcrlying structure (85) and no rule of cleft-formation at all, apart from ihe interpretive
rules. Note that this analysis covers two cases, but these do not coincide exactly with their
two cases. I am not convinced by some of the crucial data that they offer to jemonstrate
that the cxamples divide as they propose, but will not pursue the maner here. They nore a
parallel between PP-preposing and clefting (p. a3g), but it is not exactry the paralrel noted
here' I am suggesting' in effect, that the parallel is far broader and not limited to exrrac-
tion from the scope of a negative as they propose,

32. Note that we cannot have believe h this position as in (94b). The reason has to do with
general propcrries of infinitives. Nonagentive constructions would be equally odd in ..1
ordered Bill to believe that Mary left." "John i3 hard to believe to have lefi," cic.

33, On the status of embedded finite clauses in these constructions, sce betow.
34' For discussion of infinitival relatives from a somewhat different point of view, see Emonds

0976).
35' Judgments vary, as is generalry the case when each other is in subjecr position: cf...they

wanted each other to win," "they prefer for each other to win," ;,they would hate it for
each other to win," "they would hate it for each other's pictufes to be on sare,,, etc.; see
chomsky (1973) for some discussion. However, there seems no question that (l0Jb) is
incomparably more acceptable than (l03c). Note that Doo&s must be plural in (iOlU); 

",is generally the case in reciprocal constructions for reasons that remain obscure: cf, ..we
3aw pictures (*a picture) of each other," ,.we turned the atguments (ithe argument)
against  each other,"  etc.  Cf.  Chomsky (1973) for  d iscusslon.

36. Simi lar ly, .* 'whordidygyf i lq"book(whichs)forustogiverr  ro l r , ' , r . . I towhoml ,d idyouf indabook(wNch1)forusro8iver, i r , " .1*h. ibooi l ,  a i iyoui indaperson
(whol for) togiver2rot1,"r [whatbookl  2didyouf ind"p"rro-n[ towhomll  ( for) to
$ve t  2t  1."

t7. The ptoviso (46) permits escape from COMP in a tensed s€ntence. lf the notion ..subject"
is so defined that the subject of S is atso the subject of S, then (46) ir required to p€rrnit
escapc from COMP in infinitives as well. If the subject of S is not the suiriect of S. then
nothing wlu prevent movement f iom coMp in inf in i t iver.  ln ( 'h.rnsky (19i3) I  made the
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latter assumption, in the foregoing discussion, the former, largely for expository reasons'

If bridge conditions are limited to f'tnite clauses, as appears to be the case, then "subject

of' should be defined only for s, nor s, so ihat ssc is inapplicabte to coMP-coMP

movement.
38. The basic observation is due to Ross (1967). He notes that some restriction must be form-

ulared to rule out "this rock is too heavy for us (to try) to claim that we picked up." Cf.

also Ross (1973): "Gravel pizza is touBh for me to prove that she thought of." Ross stars

these examples. tasnik and Fiengo (1974) note that lhc restrictions follow from PlC,

according to their andy3is. In our terms, they follow by withdrawing (46) in these cases.
( 'onsidcr thc corrcsponding inf in i t ivals:  " th is rock is too heavy tbr us ( to t ry)  lo order het

to pick up," "(iravel pizza is tough for me to prove her to have thought of." lasnik and

Fiengo block rhese by SSC. If, in fact, the finite and infinitival embedded clauses give

approximately the same degree of "strangeness," then in lhe present framewolk we must

accept the formulation of "subject oF' assumed here rather than in Chomsky (1973) (cf.

note 37). and relax the language-speciirc proviso (46) for all these cases. If the tensed S's

are indeed of a different category, then the formulation of chomsky (1973) must beac-

cepted, and the language.specific proviso (46) relaxed. lf there is some independent leason

for the "strangeness" in all of these cases, then nothing follows with regard to subject of

S and nothing need be said about (46). Judgments are sufficiently obscure, to me at least,

so that I hesitate to make a del'rnite propoEal. Note that all that seems to be involved ir a

language-specifrc proviso and the precise formulation of a general principle for a domain of

facts that are ralher marginal'
39. The following discussion draws heavily on Lasnik and Fiengo (1974), though a somewhat

different analYsis is ProPosed.
40. t have been assuming throughout that VP is introduced only under S; thus, that infinitival

subjectless complements of promise-persuade, elc., are S, with NP = PRO. Deletion of pz

x.self, as in EQUI, will leave vP under s (cf. note 4). ArSuments in support of distinguish.

ing VP infinitival complements in this way appear in Quicoli (forthcoming a,b'c); cf'

Chomsky (1975c).  There is a s imi lar  d ist inct ion in Kavne (1975).

4 | . For discussion of various adjectival constructions, cf. Lees ( 1960b) and much later work.

That the for-phtase is within the embedded s€ntence in both cases of (l 23c) is arSued by

Bach and Horn (1976).  We wi l l  return to th is quest ion.

42, These examples suggest that the phenomena that Bresnan discusses under the rubric of thc

"fixed subjecr constraint" might preferably be handled by a surface filter (a suggestion

that she rejects, but on grounds that can be overcome in terms of trace theory, it seemi)

rather than as a condition on rule application, since in these cases wfi-movement taker

place after for, which then deletes before to in standard didects.
43. A rather similar analysis, but without wi-movement, is sugSested in Ross (1967), but hc

later rejected it on gounds that were laler shown to be inadequate by Akmajian. Cf,

lasnik and Fiengo (1974) for a review.
44. Cited in Grimshaw (1975) from Berman (1974). Grimshaw attributes the origind obser-

vation to Huddleston ( I 97 I ).
45. They do not cire (D, G), but these are implicit in their analysis. Similarities between edsl'

to-pleose constructions and others tlrat we have discussed here are noted in the literatue.

Cf. ,  e.g,  l ' lvers (1975).

46. I am indebted to Alan hince for pointing out this consequence.

4?. Postat(1974)arugestothecontraryonthebasisofsuchexamplesas"John'stendencyto
talk too much," which he takes to be derived by raising to subject followed by nomindF

zation. But he overlooks the fact that the noun tendency must have a different soulce, at

in "John's tendency towards violcnce,"  where there can be no rais ing.  In fact ,  i t  seemr

that there is an NP of the form "NP's tendency . . ." wherever there is a structure "NP has

a tendency . . .," suggesting either a transformationat analysis or a redundancy rule, in
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49.
50.

51.

s2.

either case, relying on base.generated tendency, as implied by the lexicalist hypothesis.
For discussion, see Chomsky (1974),  L ightfoot (1976a).
Perhaps the latter approach wil! provide a principled explanation for the other major
propcrty of eary-as distinct fronr crgef-constructions, namely, the fact that we have
"an easy man to please" but not "an eager man to please." Again, various explanations
have been proposed since the basic properties of these conslructions were noted (cf.
Chomsky, 1962), and the investigation has clearly been a very fruitful one in terms of
insights attained along the way, though the ori2inal problem remains a challenging one.
But see notes 37, 38.
Note that the Scntential Subject Constraint of Ross 0967) is a consequence of subjacency
whelher or not S is cycl ic,  but  the Subject  Condi t ion is not.
Of course we have "of the students in the class, how many got As" by PP-extraction after
wrr-movement.
In their concluding remarks, Bach and Horn note that there are many rules that extract
phrases from NP, violating the NP Constraint as they formulated it. They do not consider
this a problem for their analysis, apparently because NP is explicitly mentioned in the
structural description of these rules. I do not fully understand their point, however, and
may have misstated it.
Compare "we read stories about each other," "they read stories about them" (cf. Chom-
sky (1973) for some discussion of the tatter as compared with "they read stories abour
themselves"). Note that sSC is required for NPs quite apart from the reanalysis that Bach
and Horn suggest. Cf. note 5.
Examples of this sort are difficult to evaluate, since they might arise from passivization of
"John - wrole - a book about Nixon" fotlowed by extraposition from subject NP and
(perhaps) interchange of PPs. The same is true of wiquestion; see below, lt has sometimes
been suggested that (i) is not so deviant as (ii):

(i) of whom was lo picture tl standin| on the mantelpiece
(ii) who was la picture of tl standing on the mantelpiece

One might attribute this difference, if it is systematic, to extraposition from Np yielding
(iii) and thcn (i):

l3r
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(iii) la picture tl wos sranding on the mantelpiece of Np

To me, (iii) seems to have approximately the status of (i). Alternatively, one mighr argue
that (i) derives by wA-movement directly while (ii) is blocked, appealing to the absolute
interpretation of the A-over-A condition lo make the distinction. lf so. then S need not be
taken as a cyclic node for subjacency, and (l8l) will be modified accordingty. Unfortun-
ately, the examples that seem crucial to selecting among these alternatives seem rather
marginal,

J5, Similar question arise in connection with (209), as noted in Chomsky 0973). See Oehrle
(1974) for some relevant discussion.

56. Fauconnier refers to Postal (1974b) for a possible explanation of why quantifier scope
should be constrained by islands, but the basic data that Postal assumed seem to be incor-
tect. Cf. Jackendoff (1975a). That is, the cases he considered seem not to be governed by
such conditions as CNPC (as would be expected in the present framework).

5?. Cf. Hornstein (1975), note 33, citing observations by G. Horn.
58. Recall that cross-over conditions are in part inapplicable, in part violated by C-Sub, as

Bresnan notes, See note 23.
59. Note that the italicized phrases in (243)-(245) must be stressed. However, this is no special

property of C-Sub, as we can see from (245),
60. I owe this point to Ivan Sag, who cites the following sentence suggested by larry llorn:

(i) John drinks more Scotch thon Bill does Scotch
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As Horn obscrves, (i) is quite appropriate in the following discourse:

Speaker A: John drinks more Scotch than Bill does Bourbo7
Speaker B: No, you've got it all wrong, (i)

Boldface type indicates stress throughout these examples.
One might consider the possibility that such rules as VP deletion do not belong to senlence
grammar at all, but rather to a theory of discourse. Cf. Sag and Hankamer (1976), Sag
(forthcoming, 1976), who do not draw this conclusion but provide arSumenls on which it
mighr be based. If so, then deletions can be narrowly restricted in sentence grammar, per-

haps just to deletion of certain grammatical formatives and pronouns. Other deletions,
where a variant appears with the deleted string unstresscd and lhc deletion is conditional
on discourse factors (hence, in special cases, sentence-internal discourse factors), would
then be regarded as on a par with the rules that generate bare NPs, say, as answers to ques-
tions. lf this proves to be a reasonable course, there wiu be certain consequences with
regard to the effect of deletion rules on gcnerative capacity. Grammars must allow somc
deletion of designated el€ments; at least this is true of any grammar that derives "the man
I saw" from "the man who I saw," etc. If no constraints arc placed on such dcletion, thcn
for most classes of grammars it will follow that all recursively enumerable sets can be gen-
erated, not a particularly important fact, for reasons discussed in Chomsky (1965) and
below. E.g., phrase structure gr:rmmars have the weak generative capacity of unrestricted
rewriting systems (arbitrary Turing Machines) if one terminat symbol is taken to be
"blank." Peters and Ritchie (1973) observe that the same is true of transformational
grammars, and state some general properties of grammars with cyclic rules that would
suffice to reduce weak generative capacity to recursive sets. Pet€rs (1973) suSgests a rather
plausible general property of transformational grammars that would suffice for this pur-
pose, namely, his "survivor property." A number of people have observed thai there is no
algorithm for determining whether an arbitrary tnnsformational grammiu has this proper-

ty, again, neither a surprising nor particularly interesting facti there is also no algorithm
for determining whether an arbitrary rewriting system generates finite sets, but that would
not lead us to conclude that a class of "grammars" geneiating only finite sets cannot bc
specified. Peters's suggestion poses the problem of f-rnding decidable conditions for gram-
mars that Suarantee that the survivor propcrty (or somc other sufficient propcrty) is mct,
if indeed it is true that natural languages are recursive, which is by no means obvious (or,

again, particularly important, in itself). Perhaps an approach to deletions of the sort just

briefly discussed might provide an answet to this problem, if worked out in detail.
As noted by Woisetschl'Cger (1976), Bresnan's RAOAC might be modified so that it applie3
to all and only "mixed terms" with a designated specifier. Thcn her analysis would apply
at once to such examples as "so tall a man, I have never before seen," '"so tall, I have
never before seen a man," where the specifier is so rather than wrr-; etc.
Note that w&-deletion is vacuous in this case, perhaps, since there may be no terminal
string in the first place.
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Introduction

In a paper publ ished in l9' l2,chomsky characterized the stare of our f ield as
follows:

There is an appearance of considerable diversity of points of view-and to
some extent, the appearance is correct. However, I  think that the dust is
beginning to sett le, and that i t  is now possible to identi fy a number of real,
empir ical ly signif icant theoretical questions that have been raised. i f  not set.
tled, in this work. I also think much of the apparenr controversy is notational
and termonological-including many issues that appear to be fundamental and
have been the subject of heated, even acrimonious dispute. This is unfortun-
ate, because it sidetracks serious work, and because occasionally certain
questions of some interest are embedded, sometimes buried in these termino-
logical debates. (Chomksy, 1972b,63 ff .)

I  think this characterization holds today as well ,  and I wouli l  l ike to make my
remarks in the same spir i t .  I  wi l t  f i rst l ist what I  think are uncontroversial general
areas o[ agreement. Then I will look at some specific points of agreement across
various current (and not so current) frameworks that emerge from chomsky,s
latest pape(s), trying to sort out what are differences of substance and what merely
terminological. I have a number of questions about the interpretation of various
aspects of Chomsky's current position and some criticisms. Finally, I will try to
identify a very broad issue that needs to be worked on in the future.l

I  am not going to talk much about the parts of chomsky's paper addressed to
the question of comparative delet ion since I think they have been adequately treated
in the discussion of Bresnan's paper.
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