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1
Introduction: (Morpho)syntax versus (Morpho)phonology

Theories of grammar (and of language more generally) makeifgp claims about how the dif-
ferent facets of language are analyzed, often in ways tleterpartitions that are at odds with
descriptive works, and, notably, at odds with each othahdigh different theories propose very
different models of the grammar at an architectural levad, the questions involved in distinguish-
ing among competing theories are often quite subtle, thmatle assessment of questions of this
type is empirical. For example, there is no way of knowingeslasn conceptual oa priori con-
siderations whether or not, e.g., “phonology” and “morplget’ constitute one component of the
grammar, or more than one. This is a question that has to kentieed by taking specific models
that make competing claims about these facets of linguistisviedge, and by comparing the em-
pirical predictions that these models make. While conadptansiderations about a particular type
of explanation are discussed to some extent below— mostligtdight why the empirical questions
are the most important— it must be emphasized from the othiaétthe crucial comparisons are
always to be found in the empirical predictions made by diffe theories.

The question that is central to this work concerns how theegygor systems) responsible for
deriving and representing the syntactic and morphologioaperties of complex expressions is re-
lated to the system that computes the phonological form edehexpressions. In terms that look
ahead to the details that are examined below, this is theignesf whether morphology is com-
puted in the same system as phonology— in which case mogibaland phonological computa-
tions could in principle interact globally with each otherwhether morphology and phonology
are computed by distinct linguistic systems, organizelgin a way that restricts potential inter-
actions.

This book is a sustained argument for the position that plegiwal form is computed in a way
that is directly linked to the generative procedure resiidasor creating complex expressions, and
that (morpho)syntax and (morpho)phonology interact inratéd way that reflects the serial orga-
nization of these parts of the grammar. In the particular ehofl grammatical organization that |
argue for, phonological computations apply after syntastiuctures have been spelled out cycli-
cally and processed morphologically. Morphological ofiers— in particular, those responsible for
allomorphy in which the phonological forms of morphemes are detertiinare constrained by
the cyclic organization of the grammar, and by the local dom#hat are defined by syntax and
syntactic relations. The derivational properties of thipraach thus place significant restrictions on
potential interactions between morphosyntax and morpbioglogy.

This derivational view of grammar differs substantiallgrr the prevailing view in phonological
theory, where research is primarily concentrated on theldpment ofnon-derivational theories.
The specific questions addressed in this monograph are fptiré anore general debate between
derivational and non-derivational theories, initiatedhina recent theoretical context with the devel-
opment of Optimality Theory and other surface-orienteattes of grammar. This book approaches



the general debate between these opposing positions bingpakthe phenomenon of allomorphy
in natural language, a phenomenon that lies at the intediao®rphosyntax and morphophonology.
The central point is that allomorphic alternations provi@eisive empirical evidence in favor of the
derivational view.

Before the discussion advances to technical points, a satedrder concerning the connota-
tions of some of the terms that are employed in this work. Télgate between derivational and
non-derivational theories has been at the center of sombeomiost significant and heated the-
oretical discussions in linguistic theory. In framing thartocular questions that are addressed in
this book, | will employ another set of general terms for didmsceg the opposing theoretical po-
sitions to be examined. Because finer-grained classifiteiwe called for, the opposing positions
discussed below are cast in termsLafcalist versusGlobalist theories on the one hand, aBeri-
alist versusParallelist theories on the other. These terms are not as chargddrastional versus
non-derivationalare. They are used because they identify differences irratieal approaches at
a finer level of granularity than théerivational versusnon-derivationaldistinction does. But the
concession to greater detail that motivates this termgiokd choice— and the air of impartiality that
might be associated with the new terms— should not mask tlire lima of argument of this book.
The arguments that are presented here are part of the dmmaaversus non-derivational debate,
and they come down squarely on one side. When morphosyntaadi morphophonological are ex-
amined carefully in the domain of allomorphy, the empirieaidence in favor of the Localist and
Serialist view—i.e., for a strongly derivational model oagnmar— is overwhelming.

1.1 Localism/Globalism; Serialism/Parallelism

This study focuses on two ways in which derivational appneado phonological form differ from
non-derivational approaches. In both types of approacptibeology characterizes the relation be-
tween abstract underlying representations, which coabisbrphemes that are grouped into words
and phrases by the syntax, and surface representationarthéihear sequences of segments. In
the derivational approach, this relation is characterizgd seriesof local changes, each of which
typically involves a single target in an environment thaloisally determined. In non-derivational
approaches like Optimality Theory, by contrast, neithetheke restrictions holds: the relation be-
tween underlying and surface representations is not defisdite result of changes that are applied
serially in local environments. To highlight these diffeces between approaches, the derivational
approach is referred to below as Localist/Serialist, aeddfi alternative as Globalist/Parallelist.

In the contemporary theoretical context, the prevailingng in syntactic theory and in phono-
logical theory offer strikingly different stances on thesgtion of Localism/Serialism versus Glob-
alism/Parallelism.

In syntactic theory, the Minimalist Program of Chomsky (3Pand subsequent work continues
a great deal of earlier research in advancing a theory intwhjaitactic relations are inherently
local. Particular emphasis in this approach is placed oridba that derivations are serial. Each
computational operation is given a step in a derivation, thede computational steps are ordered
so that the output of one step is the input to the next. Seeidaion enforces a kind of Localism,
by restricting the information that is available at any jater stage of computation. This program
and the theories that derive from it drecalistandSerialistin nature.

The phonological theory of Chomsky and Halle (1968) is L@tand Serialist in the sense
described immediately above. However, phonological theoat present dominated by Optimality



Theory (McCarthy and Prince 1993, Prince and Smolensky )198Bich takes aGlobalist and
Parallelist view of the grammar. Optimality Theory dispenses with mahyhe assumptions of
earlier generative phonology, in which an underlying repreation is subjected to a serially ordered
set of rules that effect local changes to the representaiwh ultimately derive a surface form. The
earlier (Localist and Serialist) view is replaced by an #@edture in which an input form is paired
with a set of potential surface expressions, where a systeanked constraints selects the winner
of this competition. A defining property of this GlobalistchRParallelist type of view is that the
factors that force a change in the output relative to thetim@ed not be structurally close to the
locus of the alternation.

Another defining property of Globalist theories like OptiiyaTheory is that morphology and
phonology are not serially related to one another, but sste&d computed in the same system.
This architectural premise constitutes another depaftare earlier models of phonological com-
putation. In Chomsky and Halle’s (1968he Sound Pattern of Engligi$PE) and later versions
of generative phonology, morphological processes arevietl by phonological rule application.
Although these distinct systems are interleaved in son@rige (e.g. Lexical Phonology and Mor-
phology, as in Kiparsky 1982), the ways in which they canrate are restricted by their serial
organization.

The opposing positions defined by Serialism versus Pagatiednd Localism versus Globalism
are particularly acute in the domain of morphology, wheneant theories of (morpho)syntax and
current theories of (morpho)phonology take positions @nratincompatible with each other.

The morphosyntactic theory developed here, Distributedptology, takes a Localist and Se-
rialist view of syntax and sound (and meaning as well), mgjdhat phonology interprets the output
of the syntactic derivation. In frameworks like Optimalifjeory, as just mentioned, morphology
and phonology are computed in the same system. It is thuscprddhat phonological constraints
may in some cases outrank syntactic or morphological caings; such that the morphological
properties of an expression could potentially be deterchimeoutput phonology, or by the global
properties of surface forms, in ways that cannot be forredlan Localist and Serialist theories.
This prediction is especially important in the domain obaibrphy, as will be made clear below.

While the theories discussed above differ in practical serim the sense that research in Dis-
tributed Morphology is more oriented towards syntax, argkaech in OT more oriented towards
phonology, they overlap considerably in terms of what thegksto explain, and it must be asked
directly why they differ so fundamentally. The opposingwseof grammar hypothesized by these
frameworks make for a sort of schism between (morpho)syatak(morpho)phonology. To a first
approximation, this schism suggests two possible outcdmése research now in progress. The
first is that one of the two theories is simply incorrect. Thead is that they both are correct, and
that morphosyntax and phonology are distinct and discdedexystems, in some profound sense.
These are fundamental points, and progress can be made Ipadogithe different predictions
made by Localist/Serialist and Globalist/Parallelistatties in key domains like allomorphy, where
each has something to say.

Since the primary issue here is whether grammar functiothscil terms, or whether at least
some global considerations play a role in computation, ¢énegLocalist and Globalist are used
throughout the book for the two types of architectures judtimed. These headings refer both
to different types of frameworks, as well as to specific tlreothat can be framed within these
architectures. As the discussion unfolds, the specificifiefrent proposals are articulated.

In this monograph, the primary question that is addressedhéther there is a single computa-



tion in which the morphological form and phonological forfmaorphemes is determined simulta-
neously, with the potential for global interaction. Diext types of Globalist answers can be framed
to this general question. flly Globalist theory of morphology and phonology would holdtttie
morphology and phonology of entire words is computed in athiayallows for interaction between
structure, allomorphy, and sound; perhaps with syntaxiged in this computation as well (cf. Mc-
Carthy 2002:142)Limited Global interaction can also be implemented. For examplsiratal or
cyclic versions of OT, only subparts of a given word are stibje simultaneous morphological
and phonological computation (Kiparsky 2000 and subsdagwerk). While theories of this type
rule out fully global interactions across entire wordsythevertheless predict that in a given cyclic
domain, there should be global interaction among morphotogl phonology.

In the course of examining specific theories below, the figttions between full and lim-
ited Globalism are made when required. The overall poimt,gih, is that theories with even lim-
ited global interaction between morphology and phonolo@kenvery different predictions from
Localist theories about how phonology and morphology céeract, and this allows for a direct
comparison of the different framewaorks.

1.2 (Phonologically Conditioned) Allomorphy

This book examines the predictions that Localist and Glebtieories each make fatlomorphic
interactions Allomorphyin the broad sense is a term that covers any variations inutiece form
of a morpheme. Whether all such variations are the resulheftgpe of operation in the grammar,
or different operations, is something that different thepmake different claims about.

As an initial example of allomorphy, consider the behavibthe past tense morpheme T[past]
in English. According to a standard analysis, the defawdpshof this morpheme igl, as inplay,
play-ed As is well-known, the past tense morpheme has allomorpkisié®d which occur when
T[past] occurs next to other verbs; putting aside changésdrphonology of the verb stem itself
(such asrokefrom break), a rudimentary description is given in (1):

(1) Allomorphs of T[past] in English

a. -@: hit/hit-@, sing/sang-@break/broke-Jetc.
b. -t: bend/benstleave/lef-t buy/bough-tetc.
c. -d: Elsewhere

Allomorphic interactions of this type appear to be highiystained. Informally, for allomor-
phic purposes one node sees another only when the two noslésl@ge” to each other in a way
that must be made precise.

The kind of allomorphy exhibited by English T[past]gsammatically conditionedKnowing
whether a particular verb selects a particular allomorpmf(1) is something that does not follow
from other factors. In particular, it is not predictablerfrahe phonology of the verb. Rather, the
conditioning element is a locally visible, grammatical etij in the case of (1), the identity of the
particular verb that the node T[past] is attached to.

This kind of allomorphy is calledontextual allomorphySomething in the grammar specifies
that the pronunciation of T[past] has one of the non-deffariins in (1) (i.e. either (1a) or 1b))
when it occurs in the&ontextof a specific verb. Part of any theory of morphology is the tiad
the conditions under which elements can show contextuainaiiphy in this way. The first part of
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this monograph develops a Localist and Serialist theoryllofreorphy, in which linear adjacency
and cyclic locality interact to produce a constrained thegrallomorphic interaction.

A second type of allomorphy, which allows for a direct comgam of Localist and Globalist
frameworks, isphonologically conditioned allomorphPCA; see Carstairs 1988 and subsequent
work). This is a type of contextual allomorphy in which theoite of a particular allomorph of
some morpheme is determined by phonological factors. Saarages are given in (2):

(2) a. Korean nominative suffix

Allomorph  Env. Example Gloss

-i IC__  pap-i ‘cooked rice’
-ka IV__  ai-ka ‘child’

b. Seri passive suffix (Marlett and Stemberger 1983)
Allomorph  Env. Example Gloss
p- IV -p-€si ‘be defeated’
a:r- elsewhere -&-ka3ni ‘be bitten’

c. Haitian Creole definite suffix

Allomorph Env. Example Gloss
-la IC__ liv-la ‘book’
-a N tu-a ‘hole’

These examples are chosen to illustrate different typedfefte that are found in PCA, as
viewed from the perspective of the output phonology of thieed word.

The first case (2a), Koreaih and-ka, is a case where the distribution of allomorphs could be
seen as having a phonological motivation. The vowelfter consonants creates syllables that are
“better” than those that would be created by affixih@g to such forms, on the assumption that
sequences of the form CVCV are preferred to e.g. CVCCV. aityil affixing -ka to vowel-final
hosts avoids the hiatus that would be created by the affixatioi. In this sense, it might appear
that the “morphological” choice of allomorphs is driven Imetoutput phonology, in a way that fits
nicely with a Globalist phonological theory in which syllekstructure markedness constraints that
favor CV- syllables without codas can effect allomorph stibe.

The behavior of the Seri passive morpheme in (2b) is ambigudhe prevocalic fornp-eSi
supports the idea that affixation should produce sequeriegsaptimal kind. However, the precon-
sonanal forms like: ?-kaSniare not phonologically optimal. In terms of the phonologfcams that
the language happens to provide for the realization of tlssipa morpheme, however, the distri-
bution of allomorphs could be seen as phonologically ogtithat is, whilea:?- does not produce
optimal syllables with C-initial hosts, it produces befdonological forms than would be created
by the affixation ofp-.

Finally, the Haitian Creole allomorphy is “perverse” frohetperspective of syllable-structure
markedness. Affixingla to consonant-final hosts creates syllable codas, and affigino vowel
final hosts creates hiatus between syllables. Both of thesgdts are non-optimal, and both of these
problems would disappear if the reverse distribution afrabbrphs obtained.

Intuitively, the importance of PCA as a case-study derivesnfthe fact that it involves the
interaction of morphological and phonological factorstia tlietermination of a form.

In the Localist theory developed in Part | of this monograplh,of the cases of contextual
allomorphy seen above receive the same analysis. The thagsythat the phonological “spell out”
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of a morpheme, which occurs in a process calledabulary Insertioncan be sensitive to items that
are in the local environment of the morpheme being spellédwWhile this theory can account for

the distributions in (2), it cannot sayithin the grammar itselthat these distributions happen for a
reason; i.e., that they are driven by surface phonologiptihezation. This theory can generate the
forms that it derives mechanically, but it does so withofgmence to ultimate output forms; in this

sense, it is a theory of morphology without teleology.

In Globalist theories like Optimality Theory, the archite® allows phonological constraints
to determine allomorph selection. The reason for this is tharphology and phonology are one
system, in which phonological constraints can outrank fmolggical ones. It is therefore possible
in such theories to say that allomorph selection— part ofiibephology— happens the way it does
becausef the way that affixation creates particular phonologictgrns. In the Korean case (2a),
for example, it is possible to give an analysis in which thedidates that are in competition consist
of the host plus each of the different allomorphs, so that leog. pap-i and pap-kaare generated
for the input “nominative opap-". The constraint ranking— and phonological constraintgegoing
syllable structure in particular— then work together tondethe pattern of allomorph selection. In
such a theory, it is possible to siythe grammaithat the distribution of allomorphs is the way it is
for a reason.

1.3 Surface Forms, Competition, and The Schism

Taking grammars to be theories of how sound/meaning coiemscare derived, it can be asked at
a very general level what different theories have to say atfmifactors that may play a role in
determining the surface form of an expression.

Optimality Theory implements Global and Parallel comgdotaty generating an infinite set
of output candidates for any given input, with constrairgkesting a winner from these competi-
tors. The output candidates differ from the input in wayd thatentially involve more than one
phonological “change”. This computation of forms is Globalat least two ways: first, because
it is anti-modular, phonological and morphological coastts can interact in a manner that is not
possible in alternative theories; and, second, becausetisraints could be ranked in such a way
that there are non-local interactions within a word.

The central principle that allows output forms to be comgdi@ well-formedness igom-
petition Competition is a fundamental concept in some grammatieres. It is implicated in
morphological discussions in the studyhbcking effects, initiated in the modern era in work by
Aronoff (1976). According to Aronoff, for example, the wotdloriosity is derived by the rules
of the grammar, but cannot be the “abstract noun for GLORY¢abeeglory exists and blocks it.
In order for this analysis to work, the grammar must supplyartban one object for the potential
expression of a particular meaning (in this example, Bgtbriosity andglory), and it must supply
a means of determining the winner of this competition.

Part of the OT program is based on the idea that surface famrtb@way they are for a reason,
and that the grammar must state these reasons directlyddn torimplement this idea, competition
is required. From the infinite set of possible output forrhe,winner is the one that is optimal with
respect to the constraint ranking. If there were not mutigmpetitors— i.e., if the grammar only
made available one representation in any given computatiten there could be no “optimization”.

The potentially Global interactions mentioned above arersequence of this type of infinite
competition. The fact that phonological and morphologmahstraints interact to select a winner



means that in principle, phonological properties of swféarms could determine what happens
morphologically, by forcing a particular affix to be selatteecause of its effects on the phonology
of the whole word.

The Globalist perspective on phonological form is incoriipatwith the view of the grammar
that is advanced in Localist morphosyntactic theories Digtributed Morphology. The prevailing
view of “blocking effects” in the broad sense is that theyuiegi competition of the type outlined by
Aronoff. More recent work argues that there is no blockinghef type discussed above; this is the
conclusion presented in Embick and Marantz 2008 and EmifiokK& These papers examine argu-
ments for blocking among words and larger expressions, andlude that there is no motivation
for a competition-based analysis of such phenomena. Rathiesomewhat simply, what surfaces in
the grammar is what is derived by the grammar; other putatwepetitors for a particular meaning
are simply never derived, and therefore do not need to beééddbdn particular, on this view, the
grammar of English does not generatgorios-ity any more than it creatégood-ity or *bad-ity

According to the theory of Embick and Marantz (2008), coritioet is strictly local: it is re-
stricted to the procedure that determines the phonologysirigle node, the Vocabulary Insertion
operation mentioned above. A consequence of this view tgleae is no competition among com-
plex objects; i.e. no word/word, word/phrase, phrasegm@mpetition. In short, complex objects
are assembled in syntactic structures, and this simultestgeaccounts for how they are represented,
and how they are distributed.

This Localist theory has consequences for phonologicatadhess, especially the shared prop-
erties oflexically relatedforms like plays played etc., where it places a number of restrictions.
Specifically, the theory says that the phonological formpimohological relatedness are determined
by the following factors:

e Complex, lexically related forms are built in syntacticustiures and contain the same Root.

¢ In a given structure (with a Root, and functional heads)nglsioutput is derived; this output
is what exists, and therefore what must be used in that graicahaontext.

e Complex, lexically related forms share phonological niatdn a consistent way because
they

— are based on the same Root, which has a given underlyingseapegion (UR)

— appear in syntactic structures whose heads have congitenological expression (up
to allomorphy)

— the phonology involves the same rules/constraints (up temtionality that must be
listed).

The particular restrictions imposed by these factors asetly related to the fact that this theory
has no competition among complex objects. In the course ypfdanivation, only one object is
produced. It is thus not possible to generate multiple cditgpe and select a winner based on
properties of the output. This precludes, among other fhiggnerating a word with all of the
different allomorphic possibilities the language allowad then choosing the winner on the basis
of e.g. phonological well-formedness.

This Localist view stands in sharp contrast to some basiecspf the Globalist program. The
essence of Globalism as manifested in Optimality Theoryisnited competition, and the essence



of competition is that there be multiple possible outputsdioy given input. This is exactly what
the Localist morphosyntactic theory says is impossiblétifuthese different incompatibilities into
focus, it is clear that these views of morphosyntax and muppbnology define a schist:

(3) THE ScHisM: Globalist theories of morphophonology require compatitbetween multi-
ple potential expressions of a given input. According toltbealist morphosyntactic theory,
this is impossible because the competitors are not deriyédebgrammar.

This monograph brings empirical arguments to bear on trgeiacale architectural matters
implicated by (3). As mentioned in 1.1, there are two posstiltcomes that could stem from focus
on the Schism, and each of them is significant.

The first possible outcome is that (morpho)phonology is simpfoundly different from (mor-
pho)syntax. It is in principle possible to construct a tlyelorwhich each of the two views above
is correct: i.e., “No Competition” is correct for morphos$gm, and then “Competition” is correct
for morphophonology. In such a theory, the syntax and mdggjyooperate in terms of local, serial
derivations, but the output of this system in some part ofpthenological computation involves
multiple or infinite competitors, so that global considenas can play a role in the determination
of surface forms. One question to ask is whether this woula Isert of “worst case” scenario,
architecturally speaking, since it would divorce the systf combinatorics from the system for
computing sound forms in an extreme way.

The second possible outcome of the schism is that either dealist or Globalist theory is
untenable; i.e. (i) that the “generative” Localist view ofdrpho)syntactic theory is incorrect, or (ii)
that the Globalist, competition-based theory of (morpho)mwlogy is incorrect.

These are large points, and they resonate with other asplegttammatical theory in numerous
ways.

This monograph is divided into two major components. Par\etbps a Localist theory of
allomorphy. Part Il makes explicit comparisons of the peedhs of Globalist theories with the
core predictions of the Localist theory of Part I. The fundaal results are that the Localist theory
of Part | makes correct predictions about allomorphy in retlanguage, and that the predictions
of Globalist theories examined in Part Il are not supportgethe data.

1.4 Prospectus: A Localist Theory

Part | of this monograph articulates a Localist theory oftegtual allomorphy. The defining prop-
erty of this theory, a version of Distributed Morphologytligt patterns of contextual allomorphy
are restricted by both phase-cyclic and linear notions cxllty.

Contextual allomorphy in Distributed Morphology resultsrh the operation o¥ocabulary In-
sertion This is a procedure by which morphemes in a syntactic strectre assigned a phonological
form. | assume that morphemes are terminals in a syntadtictste. Some of these morphemes, the
functional heads, have no phonological form as part of thederlying representation. Rather, these
morphemes receive phonological content in the PF (Phoieabigorm) component of the grammar.
This is the role of Vocabulary Insertion; individudbcabulary ItemgVIs) compete for insertion at
a given node, and the most specific that can apply gives tlu it® phonological matrix.

In the example of the English past tense, the syntax gemseaadructure that contains the past
tense node T[past]. In the PF computation, the Vocabulamstin (4) compete for insertion into
this node:



(4) Vocabulary Iltems for Tense

Tlpast] < -t/__ {VLEAVE, VBEND, ...}

Tlpast] < -@/_ {VHIT, VSING,..}
T[past] <~ -d

When Roots like/BEND and+/HIT are present, the Vocabulary Insertion process inseaisd-@
into the T[past] node respectively; in other cases, theuliefd is inserted.

The general research question that motivates this worlecenh the factors that play a role in
contextual allomorphy. According to the view that is deyeld below, possible patterns of allomor-
phy are determined by the interaction of two distinct (ardkjpendent) sets of locality constraints.
The core intuition is as follows: contextual allomorphy,ew one nodeX can see another nodé
for the purposes of Vocabulary Insertion, is possible onhemX andY are concatenated,; i.e., in
the most localinear relationship possible. In addition to this linear conditia further set of restric-
tions on allomorphic locality are imposed by the assumpti@i syntactic derivation proceeds in
terms ofphaseqin the sense of Chomsky 2000, 2001) that are spelled ouicejlgl Phase-based
derivation places sharp constraints on the amount of irdtion that is available in a particular
cycle of PF computation, and restricts potential allomarteractions accordingly.

The key elements of this proposal can be outlined in a fewsstegginning with the cyclic
(phase-based) aspect of the theory. For cyclic derivatientheory presented below assumes with
Marantz (2007) and Embick and Marantz (2008) ttetegory-definindieads likev, n, anda define
phases. According to this view, heads of this tyga¢egorizethe elements that they attach to. So,
for example, a head which is merged syntactically to@P headed by a category-neutidROOT
creates aP (5); when the Root and thehead are combined into a single complex head as shown
in (6), the result is a “verb”:

(5) v merged with,/P (6) Complex head
vP v
/\ /\
vVRooT v
v /P
T~
../ROOT...

The category-defining heads argclic in the sense of phase theory. What this means is that
when they are merged to a structure, they triggeell out the operation that sends part of the
syntactic structure (to be defined below) to the interfacemanents PF and LF. Other heads that
appear in complex words, such as tense morphemes, plurghemes, etc., are not cyclic in this
way. This difference between cyclic and non-cyclic heaasasifested in many domains, including
possible allomorphic interactions.

The example in (5-6) shows a single cyclic heaalttached to a Root. Category-defining heads
may also be merged to structures that are already catedofoe for example, a verb likereak
which is a Root combined witl, may be combined with a “potential” adjective heado yield
breakable an adjective derived from a verb, as shown in (7):

(7) [[ vBREAK 1] d]



When a category-defining head is the first that is merged wRbat, as is the case within (5) and
(7), this head is said to be Root-attached, or inltimeer domain. When a category-defining head is
attached to a structure that has already been categorizedthéa in (7), the additional cyclic head
is said to be in th®uterdomain.

A central idea in linguistic theory is that cyclic domaindide possible interactions in syntax,
phonology, and semantics. One proposal that has been sistirs the literature is that syntactic
configurations in which a Root is merged with a category-dafilmead— the Inner domain— appears
to be special for the purposes of both sound and meaninge liotmulation of Embick and Marantz
(2008), the generalizations about what is special abosiirthier domain are as those in (8):

(8) Cyclic Generalizations

a. Allomorphy: For Root-attached:, there may be special allomorphy, determined by
properties of the Root. A headin the Outer domain is not in a local relationship with
the Root, and thus cannot have its allomorphy determinetidRoot.

b. Interpretation: The combination of Root-attachedand the Root might yield a special
interpretation. The heads attached in the Outer domain yield predictable interpreta-
tions.

For the purposes of a Localist account of allomorphy, wha} fBghlights is the possibility that
contextual allomorphy could be found only with Root-atiadltyclic nodes.

An important discovery in this context is that a “Root-atted” theory of contextual allomorphy
is too restrictive. This point was discussed with referettcallomorphy in participles in Embick
2003, and arises in cases like the English past tense a€inglish past tense verbs have a structure
consisting of a Root, a head, and the node T[past]:

(9) English Past Tense
T

v T[past]

/\
vRooT v

The T[past] node shows contextual allomorphy, yieldingfdmailiar allomorphs in e.gben-tand
hit-@ versus the defaulted in e.g. play-ed Crucially, the T[past] node is not Root-attached, but
nevertheless shows irregular allomorphy conditioned leyRbot, contrary to what is predicted by
(8a).

The conclusion that emerges from examples of this type tahigamost restrictive phase-cyclic
account of allomorphy (8a) is incorrect. The challenge ééfore to present a theory that is capable
of accounting for the attested patterns of contextual adigriy, while nevertheless being restrictive
enough to make strong empirical predictions.

Part of the work presented in Part | sharpens the empiricedtipns that are at the heart of this
discussion. While the type of case represented by the past texample shows that a head outside
of the Inner cyclic head may show Root-determined allomgriite possibilities for allomorphic
interaction are still restricted in significant ways. Thstrietions are of two types.
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First, it appears that a morpheme can show contextual atfgmyadetermined by another mor-
pheme only when these two pieces are linearly adjacent t@oather; i.e., when no overt mor-
pheme appears between the two. This generalization sgggeastict linear constraint on allomor-
phic interactions.

Second, although the cyclic theory based on (8a) is todetgty, cyclic structure is still relevant
for allomorphic interactions. This is clear from anothantfét appears that Outer cyclic heads cannot
show contextual allomorphy that is determined by elementeé domain of an Inner cyclic head.
So, for example, in a “category-changing” structure witlo teyclic headsr andy like (10), the
Outer cyclic head never shows Root-determined allomorphy:

(10) Structure with two cyclic heads

x Yy
N
V RooT =«

An example of this is provided by English gerunds, likehn's destroying the filedJnlike
special nominals, likéaugh-ter marr-iage destruct-ionand so on, where nominalization involves
different suffixes (i.e., a great deal of Root-determinddnabrphy), gerunds always take the suffix
-ing: laugh-ing marry-ing, destroy-ingetc. In special nhominals, the head realized ader, age
-(tion etc. is Root-attached. In Gerunds, on the other hand, thénadiming n» morpheme attaches
to structure that is verbalized by The structures at play here are those in (11) and (12):

(11) marriage (12) marrying

/\
VMARRY [n, -age] v [n, -ing]
/\
vVMARRY [v, -@]

The Outem seen in (12) shows no Root-determined allomorphy: it alvwessthe phonological
form -ing, even though it is superficially adjacent to the Root. Thitgoa seems to be completely
general: that is, there are evidently no cases in which aer@ytlic head shows Root-determined
allomorphy.

There is thus an asymmetry between non-cyclic and cyclid$@a allomorphy: Outer non-
cyclic heads can see across an Inner cyclic node, but Outéc tyeads cannot. These important
generalizations are schematized in (13), where lower-cageare cyclic heads, upper cageis a
non-cyclic head, and represents the element that conditions the allomorphy:

13) a. .alx]”Z]

Generalization: Non-cyclic Z may show contextual allomorphy determined dyas
long asz is not overt
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b. .a]lz]y]

Generalization: Cyclic y maynot show contextual allomorphy determined byeven
if 2 is not overt

The asymmetry in (13) presents a basic empirical challeaga festrictive theory of allomor-
phy: not only must the cyclic theory be extended to allow thgaj cases; the extension must be
executed in such a way that Outer cyclic heads in (13b) cabedtensitive to elements itls
complement.

The theory of Part | proposes that the key generalizatioesaacounted for by a theory based
on the hypotheses (H1) and (H2):

(H1) Contextual allomorphy is possible only with elemethigttare concatenated.

(H2) Cyclic spell out domains define which nodes are preseatgiven cycle of PF computation,
and thus potentially “active” (capable of being referrell flar the purposes of contextual
allomorphy. In some cases, superficially adjacent nodesatanfluence each other allomor-
phically because in terms of cyclic spell out, they are ntivaén the same PF cycle.

The linear condition in (H1) is straightforward: it holdsattone node can only show contextual
allomorphy determined by another node when the two are inatedd next to one another; i.e.,
when there is no intervening morpheme.

The essential properties of the cyclic part of the theory)(eth be illustrated with reference
to (14) and (15), where lower caseandy are cyclic heads, and upper cd$g Z are non cyclic
heads; (14) shows the constituent structure prior to aifinatind (15) the complex heads that are
created in the structures in (14):

(14) a. Structure 1

>H

x /P
/\
v/ RoOT
b. Structure 2
yP
/\
Y ZP
/\
A wpP
/\
W zP
T VP
/\
v/ RooOT
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(15) a. Complex head created in Structure 1.

X
/\
VROOT =
b. Complex head created in Structure 2:
Y
/\
Z Yy
/\
w Z
/\
T w
/\
vVROOT =

The basic premise of the theory is that cyclic heads triggefl ®ut; in particular, when a cyclic
head is merged, it triggers the spell out of cyclic domaingsrcomplement. With reference to
(14)/(15), this means that whenis merged syntactically in (14a), there are no cyclic doman
the complement af,, so that there is no spell out in this particular case.

A subsequent step in the syntactic derivation merges noliecdy andZ. When the heag is
merged, the spell out of cyclic domainsgis complement is triggered. In this example, this means
that the cyclic domain headed hyis spelled out, and, in particular, that a PF cycle is run @ th
cyclic domain. The cyclic domain headed:bincludes the Rooty, and the non-cyclic head® and
Z. In this cycle, Vocabulary Insertion occursagtiV, andZ, and gives phonological form to these
morphemes. Since all of these heads are co-present in thee BRroycle, any one of these heads
could potentially show Root-determined allomorphy, agjlas no overt morphemes intervene.

Later in the derivation, another cyclic head (not shown B/(IL5)) triggers spell out of material
in its complement, which includes the phase centeredl. dilme elements that are present in this PF
cycle arer (the edgeof the zP phase))V andZ, andy. Crucially, whiley could show contextual
allomorphy determined by, W, or Z, it could not show Root-conditioned allomorphy. The reason
for this is that the PF cycle in whichis given phonological form does not involve the Root; it (and
other elements that could be in the complement)ddre derivationally closed off.

The principles just outlined account for the asymmetrie€lB) above. This point can be seen
by comparing the structure for a Gerund with that of a pastddarm:

(16) Gerundmarrying (17) English Past Tense
n T
. v T[past]
, -in
v [n, -ing] o~

/\ vV
VMARRY [v, -d] RooT

When then head in (16) undergoes Vocabulary Insertion, it is in a PRecyat does not contain
the Rootyy MARRY. Thus, this outer cyclic head cannot show Root-determitiecharphy. In the
past tense structure in (17), on the other hand, the T[paat] indergoes VI in a PF cycle in which
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the Root is present, Thus, this head can show Root-detednailt@morphy, as long as it is linearly
next to the Root.

The cyclic aspect of the theory restricts the amount of miation that is available to condition
allomorphy in two ways. First, in a complex word that consamultiple cyclic domains, the com-
putation of the phonological form of inner domains takexeplat a stage when “outer” material is
not present. This outer material can therefore play no rotketermining the phonological form of
inner nodes. Second, for computation on outer cyclic domaiertain parts of the inner material are
inaccessible, because they are closed off in the way odtidbeve. As a result, there are cases when
outer cyclic nodes cannot be influenced by certain nodeseimtier domain, restricting potential
allomorphic interactions further.

In sum, the guiding insight of the theory presented hereasttie interaction of (phase) cyclic
domains and a strict linear notion of locality are respdesior possible patterns of contextual
allomorphy. Reflecting the interaction of cyclic and linéactors, the approach that is advanced in
Chapter 2 is called theC;-LIN” theory, where theC; stands for the cyclicity condition, and LIN
stands for the linear condition.

After developing the details of this theory in Chapter 2, anber of illustrations and conse-
guences of the approach are presented in Chapter 3. Thislexch discussion of (linear) Interven-
tion Effects, and cyclic Edge Effects, along with a seriesnofe complex case studies examining
how “the same” pieces of morphology can appear in differgolic domains. Some comments con-
cerning how morphosyntax and morphophonology interadtértheory are also presented, paving
the way for some aspects of the comparison of frameworksrinliPa

1.5 Prospectus: Localism versus Globalism

Part Il of this book returns to the fundamental tension betwleocalist morphosyntax and Globalist
phonology outlined earlier in this chapter, by looking a émpirical predictions that these theories
make for allomorphy.

Returning to some of the themes introduced in the first patiisfchapter, the morphosyntactic
theory developed in Part | of the book restricts competiiotiie grammar to allomorphy of a single
node: this is the process of Vocabulary Insertion. The ghéaus disallows competitions in which
multiple competitors like “words” are derived and compafedwell-formedness. This effectively
restricts the factors conditioning a case of contextuainadirphy to elements in the immediate
context of the node being spelled out.

This view differs fundamentally from that offered by a Glésttheory of the type that is as-
sumed in much current work on phonology. In a theory like @gtity Theory, in which the gram-
mar generates an infinite number of candidate expressiahsté potential surface realizations of
a given input, the inputs involved are complex; i.e., theyoime more than one morpheme. Thus,
this theory is responsible for morphology as well as phogpl&ince morphological and phonolog-
ical properties are determined in the same computatiomabiqg this type of framework allows for
global interactions in which, for example, non-local pndjgs of surface forms play the defining
role in allomorphic selection.

The full range of predictions that separate the Localist @&hobalist views on allomorphy
emerge from an examination of the following closely intencected questions:

e GLOBAL MORPHOLOGYPHONOLOGY INTERACTIONS: Is there evidence that morphology
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and phonology are computed in a single, Global/ParalléesygGlobal-MP)? Or do the facts
on interaction suggest an organization in which phonologg an the output of allomorph
selection, as in the Localist theory?

e PHONOLOGICAL SELECTION: Is therePhonological Selectigrin which surface phonologi-
cal well-formedness forces a choice among allomorphs, thattphonology drives allomor-
phy in ways that are impossible in a Localist theory?

e GLOBAL CONSIDERATIONS OVERLOCAL: Is there evidence that the factors determining
allomorphy are global in any sense? l.e., are there casehiahwocalist and Globalist ap-
proaches make different predictions about which allomaipbuld be chosen for a particular
position, and the Global considerations win out, in a way taanot be stated in a Localist
theory?

Part Il of the monograph begins in Chapter 4 with the ansvedifsase questions that derive from
Globalist theories. The discussion centers on the typegjaf@ents that could, conceivably, provide
evidence for such an architecture. While the emphasis sndilscussion is on empirical arguments,
some steps are taken to frame the important issues witlereferto conceptual arguments that are to
be found in the literature. As discussed above in 1.2 witame¢p the initial examples of allomorphy
from Korean, Seri, and Haitian Creole, a Localist theoryntdrsay that a pattern of allomorph
selection arisebecausef some output property, phonological or otherwise. To ttterd that there
are generalizations about surface forms to be made, thdisbtteeory can make them, but they
must be derivative of another part of language in the broadeseThat is, the explanations cannot
be part of the grammar in the narrow sense, but are insteadsh# of diachrony, acquisition, etc.

As noted in 1.2 above, these considerations lead to a kindrafeptual argument that is often
advanced in favor of Globalist theories. In theories of thije, it is possible to say that patterns
of allomorphy happeffor a reason within the grammar. So, for example, the case of Koréaka
allomorphy can be treated in terms of syllable structurestamts. An OT analysis can then say
that the (phonological) grammar forces the attested Higidn of allomorphs, and, moreover, the
grammarexplainsthe distribution by having morphological selection driv@noptimization of the
phonology of the output. The charge that is levelled agdieslist theories is that, while they
might account for the distribution of allomorphs, they dd¢ pvide (within the grammar) a reason
for the distribution. This type of argument against Lodah®ories is based on thdtutative Loss of
Generalizationor PLG. In the domain of phonological rules, the questiowbéther Localist the-
ories are missing generalizations about outputs has béealpaiscussed since at least Kisseberth
1970. The same kind of considerations about patterns iaseifbrms motivate Globalist views of
morphology/phonology interactions, and allomorph sébecin particular.

In many cases that have been studied in the literature, isbthkories and Globalist theories
are both able to account for the facts. In such cases, onlgeptmal arguments, such as appeal to
PLG, can be deployed against a Localist theory; there is nuraral basis for determining which
of the two frameworks is to be preferred. Rather, the chaétkices to whatever combination of
conceptual, aesthetic, or other factors regulate thetions that individual researchers have about
what explains what. Such non-empirical arguments are nasige. A key point that moves the
argument presented here from the conceptual to the enlggithat Globalist theories predict a
number of types of global interaction that simply cannot kgressed in the Localist theory. The
direct comparison of frameworks must be directed at sucbscas
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The examination of these predictions goes in two steps. €hapbegins by outlining the best
case scenario for Globalist theories: the hypothesis tephonological grammar determines all
cases of Phonologically Conditioned Allomorphy (PCA), anathing more needs to be said about
allomorph distribution. This position was shown to be imeot in early works exploring the Glob-
alist research program like Kager 1996. However, the poisgilemains that there are nevertheless
someinstances in which surface phonology drives allomorphcsiele, in ways that cannot be ana-
lyzed in a Localist framework.

In order to highlight the empirical issues, and the motamtbehind the Globalist program,
Chapter 5 then moves to an examinationsgstem=f PCA. This part of the discussion is not a
formal argument against Globalism or for Localism. Rathenxamines the intuition that Globalist
theories are based on: the idea that patterns of PCA are théhey are for reasons that should be
expressed in the grammar, and that these reasons shoulbelgdical in nature. The empirical
basis for this chapter is provided by systems of case endmgwd in two Australian languages,
Djabugay and Yidi, where there is a large amount of PCA. Although examininated subparts
of such systems might make it look like there is motivationddslobalist theory in which output
phonology determines allomorph selection, this impresgchown to be illusory once the systems
are analyzed in detail. The particulars of the analysis dhaivthe case systems in these languages
derive from the interaction of stored information about #hepe of morphemes with (sometimes
exceptional) phonological and morphological rules, in a waat implicates serial organization
between morphology and phonology. A further argument,raditey this, is that although at a first
glance Yidj case allomorphy looks as though it might be driven by simplenplogical constraints,
analyzing the system in surface-based terms obscures keyajizations about other aspects of the
language’s morphophonology.

Chapter 6 is centered on the fact that theories with eventaatesl form of Global interaction
between morphosyntax and phonology predict effects thanatabe stated in a Localist theory.
These effects can be seen in cases in which a morph€rh@s more than one phonologically
conditioned allomorph, say; andx,, and X appears in words with other morphemes [Keand
Z:

(18) RootX-Y-Z

There are cases of this type in which tleeal environment predicts insertion &f of the z;
allomorph, while thaeglobal environment- i.e., phonological properties of the enticedsx predicts
insertion of ther, allomorph.

In a Localist theory of the type developed in Part |, choicallafmorph atX must be determined
by grammatical or phonological information that is visibkehe point when insertion occurs. Thus,
the Localist theory predicts that in cases like (18), thallgeselectedz; allomorph will be found.

On the other hand, in a Globalist theory in which morphologg phonology are computed in
the same system it is possible for the allomorph to be inserted, in a way that is driven by the
output phonology. This prediction is not the exclusive @by of “full” Globalist theories. Even
restrained, cyclic Globalist theories make the same pliedicas long as the affixes in question are
not in different strata. That is, the prediction th&ts form (or the form of the entire word) could
affect allomorphy atX is made by any theory in which the computation of the morpbaplogy
of X, Y, andZ occurs in the same domain.

The allomorphy of perfect heads in certain Latin verbs, used in Mester 1994, provides
an example of the type schematized in (18). The perfect hegdéstion has two allomorphay,
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generally taken to be the default, arst Mester's argument is that choice among these allomorphs
is determined by the prosodic structure of affixed words cBigally, the non-defaults allomorph

is inserted only when theu allomorph creates a form with an unfooted medial syllab&dled a
(medial) trapping configuration. The idea is that the prosodic undesirabdityrapping is what
drives the insertion of the non-defaudtallomorph with certain verbs.

The effects of this analysis are shown for the varimere ‘warn’ and augere ‘grow’ in (19).
These verbs differ in the metrical weight of the stem (ligttn-versus heavgug-), which results in
different metrical parses with the affix. As seen in (19a) versus (19b), these verbs show diftere
allomorphs of the perfect head:

(19) a. Perfect Allomorphiu with light Root

[monu] (§
b. Perfect Allomorph:swith heavy Root

*laulgu(} (trapping)
[aug](s}

According to the Globalist theory advanced by Mester, thiéegemorpheme has its allomorphy
determined by the output prosody of the word. The grammaggees botlaugu with the defaultu
allomorph, andwugs with the-sallomorph, and prefers the latter because of its surfaceqibgical
form.

In this case, the Globalist theory predicts— unlike the listtheory— that the allomorph choice
for the perfect may vacillate, depending on the phonoldgicaperties of outer affixes. In this
particular case, the Globalist theory predicts that in eftgrts like those in (20), the allomorph
selected foaugere should switch fromsto -u, because this yields a better prosodic structure (20b).
In fact, this does not happen; the grammatical form hasgladomorph as in (20a), in spite of the
fact that this creates trapping:

(20) 1s Pluperfect chugere

a. With-sallomorph:
augseram = |5 (a)

b. With -u allomorph:
*augueram = pl[55](5)

In this and other cases, the locally determined allomorgkliscted, and there is no evidence for the
type of Global interaction— allomorph vacillation basedaurtput phonology— that would provide
evidence for Globalism.

The general line of argument in Chapter 6 is that any sort teraction of the type outlined
above would be an argument for a Globalist view, but that roh $ateractions are found. In cases
where this type of prediction can be seen, languages sh@kvdetermination of allomorphs of the
type that is predicted by the Localist theory.

As stressed above, the differences in predictions betwéalmaltsm and Localism are clearest
when a “fully” Globalist position— i.e., one with interaatj syntax, semantics, phonology, etc.— is
considered, but cyclic theories with limited global intetran also make predictions that go beyond
what the Localist theory allows. The arguments advancekismbonograph extend to theories with
even highly restricted forms of global interaction: thes@d evidence for global interaction in even
the restricted form that could be stated in a cyclic OT theory
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1.6 Implications

Chapter 7 synthesizes the consequences of Parts | and # ofdhograph. If the Localist theory of
Part | is correct, then allomorphy is subject to strict Idgatonditions of a type that derive from a
Localist syntactic theory.

If the conclusions of Chapters 5 and 6 are correct, then therathing beyond cyclic and linear
locality in the grammar of allomorphy; in particular, thene no empirical arguments for the strong
predictions of Globalism. This point has implications foe tstatus of generalizations about surface
forms, along the lines of what was discussed under the hgadiRutative Loss of Generalization
above. In order to account for why certain patterns of allgghg occur, a theory must have global
interactions between morphology and phonology. It is onlguch a theory that the grammar can
refer to properties of output forms in the allomorph setatfprocess. However, theories with this
type of globality make formal predictions about morpholdnonology interactions that are not
borne out. Taken as a whole, the facts discussed here thastatman argument against the Glob-
alist architectureand an argument against the idea that the grammar itself musivhgycertain
patterns of allomorph selection are found.

A second implication of this argument is that OT is a theorpladnology without a theory of
morphology. There are many different potential responsdisi$ line of argumentation, and almost
all of them have deep consequences for theories of grammarolvious response would be to hold
that there are fundamental differences between morphasyarid (certain aspects of) phonology,
and OT is a theory of the latter. Another possibility is theg type of Globalist system espoused by
OT must be abandoned, or modified in some extreme way. Imptytaince incorrect predictions
about allomorphy appear to arise even in systems with adan#mount of Global interaction,
appealing to stratal or serial versions of OT either doesappear to be an adequate response, or
results in a theory that is essentially Localist and Sestiati nature.

The central importance of cyclicity, locality, and seriabanization is a theme characterizes
that this entire work. These are, of course, the centralcjplies that emerged in early work in
generative grammar, and | take this work to show empiridhlly these notions must be at the heart
of the theory of morphology/phonology interactions, andngmatical theory more generally. The
particular emphasis in this monograph is on allomorphimphgena, but the results presented here
have ramifications that go beyond this area. While it wowdbgk be possible to try and avoid the
conclusions of this work by, for example, holding that pdrpbonology is “special’, my view— a
research intuition— is that the success of the Localistrthebmorphosyntax and morphophonology
motivates a return to a phonological theory in which the sidonm of complex expressions is linked
as closely as possible to the generative procedure thatsbtliem. This work is a step towards
making this intuition concrete.
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Part I: A Localist Theory
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2
A Localist Theory

This part of the book develops a theory of allomorphic Idgdhat is centered on the interaction of
cyclic and linear locality domains. This theory is develd@es an account of a number of empirical
generalizations that are presented in the course of thagdiEm. If something like this theory is on
the right track, then morphology and phonology show the kiofdproperties that are expected in a
Localist view of grammatical architecture. In particuiathe key generalizations about allomorphy
in natural language can be explained in a theory with shagity conditions, and do not require a
theory that makes reference to e.g. competing forms, ora@ltonological properties of outputs—
things that could be referred to in Globalist architectarthgen this is support for a Localist view.
This part of the book presents the details of a Localist vimwdoes not make explicit comparisions
with Globalist alternatives; the latter comparison is utaleen in Part Il

The theory of allomorph selection that is developed in trespters is part of a Localist, Se-
rialist theory of grammar. An important aspect of this thearversion of Distributed Morphology,
is that the syntax generates hierarchical structures thagubjected to further computations in the
interface components PF and LF.

| assume that the syntax operates in terms of locality cmmditthat arise from cyclic deriva-
tion. A further assumption, one that is automatic in a syitapproach to morphology like the one
advanced here, is that conditions on locality in syntax disine behavior in the interface compo-
nents. By reducing at least a certain amount of morpholbgitaraction to cyclic derivation, this
theory follows a long line of earlier theories, originatimgth the theory of the transformational
cycle in Chomsky and Halle's (1968he Sound Pattern of Englisind other pioneering works in
generative phonology.

The basic empirical question that is addressed in this amddlfowing chapter concerns the
conditions under which a node may have its phonology deterthby items in its context; i.e.:

(1) LocALITY OF ALLOMORPHY QUESTION: For the contextual allomorphy of some node,
what factors in the environment of that node are visible?

Given the architectural premises of the theory that | asstimeekey theoretical questions center
on how morphological effects are determined in a systemhthat(i) cyclic derivation, (ii) struc-
tural (i.e. hierarchical) relations determined by the ayntand (iii) linear relations derived from
the hierarchical structure (in the PF component of the gramby hypothesis). It is important to
distinguish (i-iii) in this way because conditions stataderms of cyclic, hierarchical, and linear
representations enforce conditions on locality that araamy cases distinct from one another. The
relations that are important for different types of effantenorphology broadly speaking could thus
be defined in different ways, and, ultimately, empiricaldevice must determine which of (i-iii) (or
a combination) is active for any particular phenomenon.

The theory that is presented below explores the idea thamd & strictlinear adjacency is
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required for contextual allomorphy, in a way that interagith a cyclic theory of what is “active”
at a particular stage of a derivation. The central idea i ahaode can be sensitive to another
node for the purposes of allomorphy only when the two nodediaearly adjacent to one another.
There are, however, cases in which surface linear adjadsmayt enough, and this is where cyclic
structure plays a role: it is only when two nodes are presetiié same PF cycle that they may
potentially interact. The cyclic and linear notions of Iliiygappealed to in this theory are logically
independent of each other. It is an empirical hypothesitiefwork that these two distinct types of
locality interact to account for attested patterns of atbgphy in natural language.

2.1 Syntax and Morphology

The theory presented here is a piece-based, syntacticytb&arorphology; Distributed Morphol-
ogy, along the lines of Embick and Marantz (2008) in paricuComplex expressions are built out
of discrete pieces (morphemes), and it is in the syntax (¢erims of relations derived from syn-
tactic structures) that the composition of morphemes tpke®. A further fundamental component
of the theory is the idea that morphologyrézalizational This means that at least some morphemes
possess no phonology as part of their basic representadither, phonological material is added to
such morphemes in the PF component of the grammar, aftehthaybeen combined in syntactic
structures.

2.1.1 Basics: Types of Morphemes

The syntax creates complex objects out of different typemafphemes, th&®ootsand thefunc-
tional morphemescorresponding for the most part to the lexical and funeiarategories of syn-
tactic theory:

(2) Terminals

a. Functional Morphemes: Terminal nodes consisting of (bundles of) grammatical fea-
tures, such as [past] or [pl], etc.; these do not have phgicabrepresentations.

b. Roots: Members of the open-class or ‘lexical’ vocabulary: itemshsasy/CAT, v/ OX,
or K|CK.1

The Roots are assumed to be category-neutral. They areodatst)in syntactic structures by
category-definingunctional headswv, n, a, €etc., to yield “verbs”, “nouns”, and so on. A further
assumption is that these category-defining heads are @ydhie sense of phase-theory; see below.

The morphemes in (2) are the primitives of syntactic deiovest In the course of such deriva-
tions, complex objects are built in the narrow syntax, ameeh gpelled-out, i.e., subjected to a further
series of computations in the interface components. Whéeniature and number of the computa-
tions that comprise PF are a matter of ongoing research, atimmom, the theory holds that certain
nodes must be given phonological content via the proceSsadbulary Insertion

2.1.2 Vocabulary Insertion

As noted above, it is assumed that the functional morpherngsio phonology as part of their basic
representation. When such morphemes occur in a syntaatictugte, the process of Vocabulary
Insertion adds phonological material to them in the PF carepb of the grammar. As an initial
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illustration, (4) shows th&ocabulary ItemgVIs) for the past tense head T[past] in English, which
are competing for insertion into the T[past] node in (3):

(3) Structure (4) Vocabulary Iltems for Tense
T T[past] « -t/ {VLEAVE, vBEND,..}
/\T Tlpast] < -@/__ {VHIT,VSING,..}
v
T tf] «~ -d
o~ [past]
vROOT v

The VIs are objects stored in memory. When they apply to a modesyntactic structure, the
phonological matrix that is part of the VI- texponent occurs in the position of that node.

There are two important assumptions about how this proceskswThe first is that the items
are ordered (see Halle 1997 for one view); the other is thégésmay be phonologically instantiated
only once:

(5) Properties of Vocabulary Insertion

a. Ordering: Vls are ordered (according to specificity, in the normal Lase
b. Uniqueness:Only one Vocabulary Item may apply to a terminal node.

Taken together, (5a,b) enforce a competition for the ratitim of the phonological form of
functional morphemes. In principle, more than one VI in (duld apply to a T[past] node, and
which one actually applies is determined by ordering. Wheroee specific VI wins out over less-
specified ones, the other potentially applying VIs are pdetl from having an effect, such that
blockingoccurs.

2.1.3 Linearization

It is assumed for present purposes that syntactic strictoetain only hierarchical information.
Thus in a hypothetical structure like [X YP], which resulterh applications of syntactic Merge,
the linearization procedure could produce either a stradgtuwhich X precedes YP, or a structure
in which X follows YP.

When structures like [X YP] are interpreted by the PF compgnieformation concerning the
linear order of elements in this phrase marker must be add#tetrepresentation. There are dif-
ferent kinds of information that figure in linear order. Aetlevel of categories, information about
linear order may be relatively abstract. For example, inadhaitial language, a VP like [V DP]
is ordered so that the verb precedes the DP, whereas in dihahthknguage, the opposite order
is derived. Thus, part of what is involved in linearizatiowdlves generalizations about categories
and their headedness. In linearization representationiitype, the operative factor is a set of
statements that encode generalizations that go beyonddpergies of individual terminal.

Making this concrete, | assume a linearization proceduracathe lines of Sproat (1985) and
related work (see e.g. Marantz 1984,1988). As an initiah®la, consider the assignment of linear
order to the VP in the sentendehn wants to eat the appl8implifying so that V and N are used
in the place of/n-v/ROOT, the syntax generates the following structure:

(6) Structure
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VP

/\
Vv DP

| P
eat D NP

| |
the N
|
apple

When this structure is interpreted at PF, the first stageefitiearization procedure makes use
of the information that verbs precede their complementsrigligh (the same thing occurs within
the DP as well, where D precedes its complemént)lhen assigns to the PF representation of
this VP a statement that encodes this in terms of the binagerator, which can be read as ‘is
left-adjacent to’:

(7) (V*DP)
As mentioned, there are corresponding statements for thenitis case (8):
(8) (D*NP)

In effect, these are representations in which the bradketinvided by the syntactic derivation
is retained; the added information in terms of * concerns threparticular elements are to the
left or to the right of other elements in the structure. Whiiles information is shown in terms of
individual statements above, the information providedhigse *-statements could also be presented
in one statement like the following:

9 (V*(D*NP))

As noted above, the generation of *-statements of this tyjgere elements at a relatively
abstract level. By ordering heads with respect to phrasephi@ses with respect to phrases), *-
statements contain one type of information necessary foultimate linearization of a structure.
Many alternatives to the one outlined here— such as derpiagedence relations— could be em-
ployed, and these alternatives might have consequencgsmfticular phenomen%.However, it
is not clear that these alternatives have direct implicatifor allomorphy, and | therefore do not
consider other formulations.

Beyond the information that head and phrases are next torortbex, a more specific type of
information must be present in the PF derivation: speclfictiie terminal nodes must lm®ncate-
natedwith one another. In this worlgoncatenatiorrefers to a representation that is exclusively
linear. While * encodes that the V is next to the constitueitaining D and NP-i.e., that it is to
the left of the DP—there must be an explicit statement of tvhigad in the DP the V is immediately
adjacent to. Continuing with the example from above, this loa thought of in the following way.
The information that V is left-adjacent to the DP is représdnand this must ultimately lead to the
statement that V is to the left of the first element of the DPatgher that may be. What this means
is that V is directly concatenated with the first node insiflthe DP, which in this example is D. In
order to be clear about this, in this work the concatenaticerminals is represented with; this
is a binary operator that encodes immediate precedences.fohthe example above, the following
statements of concatenation are derived:
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(10) V°D
DN

Finally, concatenated elements must be “chained” into ealimepresentation that can be em-
ployed by the input/output system. | will have little to sayoat the representations implicated in
chaining here; | will assume without argument that the obdinepresentation is something like
(11c), where the dash — is used as a general-purpose bousydabol. While these statements do
not play a role in the discussion below, they have been iragit in other domains, notably, in the
locality conditions on “prosodic” phonological rules; sagarticular Pak 2008.

Putting things together, then, we have the following limegresentations for the VP in question:

(11) a. Linear relations by *: (V * DP), (D * NP)
b. Linear relations by™: V™D, DTN
c. Chained: V-D-N

In the spirit of the Localist character of the framework,sitaissumed that these different rep-
resentations are derived sequentially in the PF compotteistpossible that distinct stages with
* and —~ operators might not be necessary for the full set of germatidins that implicate linear
relations at PF. From the perspective of the present irgag&tin, what is importnat is that the PF
component contain representations in which terminal nadesoncatenated with each other. While
other aspects of this concatenation operator might bealrfari e.g. post-syntactic reorderings (cf.
the discussion of affixation under adjacency in Embick 200what is important for allomorphy is
immediate precedence, and | focus on this below.

2.1.4 Words/Terminals/Linearization

The discussion of allomorphy below is, for the most part,oted to “word-internal” cases of al-
lomorphy. This calls for some clarification, since the tlyeof Distributed Morphology does not
have a primitive notion of “word”. Rather, the theory makegaikable an inventory of primitive el-

ements (the morphemes in (2)) and a set of procedures fartibining these objects syntactically
(syntactic Merge), and (ii) combining heads immplex heads

2.1.4.1 *“Words”

| assume that the theory of constituent structure providesyeof deriving objects in which multiple
syntactic terminals have been combined into the samenaitgrcomplex head. The “packaging” of
heads in this way is something that correlates with standhethological definitions of wordhood,
at least, to a first approximation. So, for example, when gvminals X and Y are not combined in
a complex head, these nodes constitute a two-word or “aclagpression, and, when put together,
a one-word or “synthetic” expression:
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(12) Analytic “two words” (13) Synthetic “one word”

XP XP
/\
X YP TN
X YP
Y/\ PN PN
Y X ¥ .

One way of forming complex heads like in (13) is with the opieraof head movement. As has
been discussed elsewhere, it appears that, in additioratb thevement (assumed for convenience
to be part of the syntax), there are operations that affixitezls to each other to create complex
heads in the PF component (see e.g. Embick and Noyer 200hdoriew).

When there is a synthetic realization like (13), the ovelwiieg majority of cases show the
phonological characteristics of “word level” phonolo%yt is for this reason that, in an informal
way of speaking, when the heads are packaged as one complgxhey are “one word”, whereas
terminal nodes realized as separate heads are “two words”.

Overall, then, the theory proposes that the difference detw'words” and “phrases” in this
theory is not architectural; it has to do with how the terngna a syntactic structure are assem-
bled. Importantly, the “special domains” for various tyme#snteraction, whether involving sound
or meaning, do not correspond to the informal notion of “Wathployed above. Rather, they are
defined in terms of cyclic structure. For one version of th&aw see Marantz (2007) and the dis-
cussion of 2.2.1.

In addition to the role played by cyclic structure, it appatéiat structural relations like “complex
head” have some relevance to the phonology as well. As mesttiabove, the basic generalization
is that objects created by affixation, i.e., by the creatiboomplex heads, behave as phonological
words, or, more cautiously, show “close” phonological cactions. Moreover, certain phonologi-
cal processes, such as “word-final devoicing”, target thedvboundary in the informal sense that
is intended here, indicating that there is a connection eetwthe “complex head” in syntactic
terms, and the domains required for phonological rule apfitin. Beyond this rough characteriza-
tion, however, there are many additional cases of intehegtrhust be examined. For example, the
phonological behavior of elements internal to compoundeisdentical to that of non-compounds,
despite certain similarities in terms of structural praiest In addition, asymmetries in the mor-
phophonological behavior of certain (classes of) affixegmin some cases reflect important struc-
tural differences, while in other cases the phonologictiedinces might result from the diacritic
properties of particular exponents (as discussed by elte bfad Vergnaud (1987)).

Looking at the larger picture, the general goal within thedkof approach outlined here is a
theory of the connections between domains of phonologitatéction on the one hand, and struc-
tural configurations on the other. A fundamental questiamhich aspects of phonological behavior
are reducible to (cyclic) structure and which are reductbl@roperties of individual exponents.
For some research along these lines, see e.g. Marvin 2002raegi and Oltra-Massuet 2005 for
“word-internal” investigations, and for larger objectsagvier 2005 and Pak 2008.)
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2.1.4.2 Some Definitions

Returning to the PF relations relevant for allomorphy argbotffects, the linearization procedures
outlined above are general in the sense that the same aperapply both to heads, as in the
examples above, and within complex heads. These pointdeseic the context of a hypothetical
structure like (14):

(14) Hypothetical Structure

c(P)

+Roo¥ YP

What (14) represents is a structure typical of head movenremthich a Root moves to func-
tional head b, with the resulting complex then moving to fiowal head d Structures like this
with complex heads implicate the manner in which the PF carapbemploys differentypesof
objects, such as those defined in the two-level ontology obiEknand Noyer (2001) (see also
Embick 2007b):

(15) Definitions

a. M-Word: (Potentially complex) head not dominated byHarthead-projection

b. Subword: Terminal node within an M-Word (i.e. either a Roo a bundle of mor-
phosyntactic features)

lllustrating with reference to (14), boldfaceds an M-Word, while italicized, care Subwords.
The theory of typing discussed in Embick and Noyer (2001) Bmbick (2007b) holds that M-
Words enter relations with respect to other M-Words, andautls with other Subwords.

The concatenation of M-Words was illustrated above. Withiread, Subwords are concatenated
with other Subwords. This is illustrated this with refererio the wordoreakability, which has the
hierarchical structure in (16):

(16) Structure

n
N
a n
N
v a
T
vVBREAK v

Here *-statements are derived as described above, andtitemsnts of concatenation, so that
(16) has the statements in (17) assigned to it:
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(17) vBREAK v, v " a,a"n

(surface: break-@-abil-ity)

Thus, the linear order of M-Words and Subwords is computethénsame Wa§. Notationally,
concatenation of Subwords is represented with the operator the works cited above. In the
discussion below, it is primarily word-internal allomospfi.e., allomorphy internal to the M-Word)
that is at issue. Since little hinges on the notational cotiwas in many of these cases, | will employ
~ for Concatenation in most of the representations belowh firier distinctions made only when
necessary.

2.1.5 Phonological Form: Competition and Visibility

As highlighted in Chapter 1, what is ultimately at issue iTmgaring the predictions of Localist

and Globalist theories is the range of factors that may deter the phonological form of an ex-

pression. The theory of Distributed Morphology in the fordvanced in Embick and Marantz 2008
involves two specific points that are crucial to the compagatliscussion to be undertaken; one
aboutcompetition and one aboutisibility.

Each of these points connects directly with the theory afmatirphic interactions. Competition
is important for reasons outlined in the first chapter. Ireofdr a theory to implement the proposal
that surface forms are optimized phonologically, so thainotogical outputs can be compared for
the purposes of e.g. allomorph selection, it must be the tteehe grammar generates multiple
competitors and compares them.

According to the Localist theory adopted here, allomorpled®mn cannot make reference to
output phonology, or to any factors that would require cotitipa among complex forms. Rather,
the possible factors in determining allomorphic compatisi (and in determining phonological form
more generally) must be definable in terms of cyclic, hidrimal, and linear notions ofisibility,
within the confines of a single derivation.

2.1.5.1 Competition

Above, it was noted that Vocabulary Insertion involves cetitjpn that derives from the assump-
tions in (5), which holds that VIs are ordered, and that ondyngle VI may apply to a given node.
The status of competition in the grammar in general is thérakissue discussed in Embick and
Marantz 2008. The theory of blocking presented in that papews for extremely limited compe-
tition: in particular, it is only the underlying represetida of individual morphemes that is subject
to competition. In terms of the framework presented abowmpetition is restricted to the process
of Vocabulary Insertion, in which the phonological form adiagle morpheme is determined. There
is therefore no competition among complex objects in thesiix:

(18) No COMPETITION (AMONG COMPLEX OBJECTS: The theory does not allow the gen-
eration of multiple potential expressions of a given megnRather, derivations produce
one output per input. There are no complex objects in cortiqetirather, competition is
restricted to Vocabulary Insertion at one node.

What this means can be illustrated with reference to the tease example that is employed
above to illustrate the basics of VI in (3-4). When the syrjarerates the structure of e.g. “past
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tense of the verkeavé, this involves a complex head like (19) in the PF componéitihe grammar;
when the list of Vocabulary Items is consulted, the one withéxponenit must apply to the node
T[past], as in (20):

(19) Structure (20) Post Insertion
T T
v T[past] v T[past;t]
\/4\ /\
LEAVE v vLEAVE [v,9]

Crucially, it is only at the T[past] node that there is coniij@t. The winner of the competition
is the VI with the exponentt, and the fact that this VI wins means that the VI with the exqrin
(orthographic)edloses. Even though the VI witfed loses this particular competition, this object
nevertheless is part of the grammar; it wins (is part of a gnatical derivation) in the case of e.g.
play-ed etc.; the “regular” verbs of English. So,vfL EAVE were not on the list for the VI with the
-t exponent, the VI withedwould apply. Itis in this sense that the VI withdis blocked by the VI
with -t when Roots like/LEAVE are present.

While the VI with -ed is part of the grammar, and it is blocked in the derivatioredit, the
hypothetical form*leav-ed does not have this status. It is not part of the grammar in any,f
because the rules of the grammar do not derive it. Anotherofrpytting this is that whilet blocks
-edin the context of/LEAVE, left does not blockleaved since the latter is not generated.

The theory of Embick and Marantz 2008 advances this “localfmetition” view of blocking by
showing that putative competitions between words and wandsetween larger objects (as in e.g.
Poser 1992, Andrews 1990, Bresnan 2001), are better adaf&zaot involving competition. This
position is defended with respect to “canonical’ cases otkihg, such as thglory/*gloriosity
relationship from Aronoff 1976. Beyond this, moving to tlesél of what look like “word/phrase”
interactions, oPoser BlockingPoser 1992), it is not the case timbre intelligentblocks *intel-
ligenter, nor is it the case thamarterblocks*more smart(see also Embick 2007a). Instead, the
syntax derives a structure that either may or may not prothidestructural description for a rule
that affixes the comparative element to the adjective. Whisnrtile applies, a synthetic form like
smart-eris the result; when it does not apply, an analytic form likere intelligentis pronounced.
In neither case is there any need to block “losers” like higptital*more smartand*intelligent-er;
like in the case ofleav-ed the grammar does not generate these objects.

In each of the cases examined to this point, there is a singhteiple that accounts for the
derivation of the grammatical forms. The rules of the gramara set up to generate elgf-t and
more intelligentrespectively. There is no way of building the “ungrammadtichjects *leav-edand
*intelligent-er. Thus, they do not have to be blocked, because they are Hoirbthe first place.
The general principle that does the important work in thiglkbf analysis is the one in (21):

(21) Apply computatiork when Structural Description d&f is met.

The general principle is, informally, R ES APPLY. This principle in (21)- together of course, with
the rules of the grammar of the language— defines what exidtgvhat is grammatical.
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This view of competition has direct consequences for what exart influence on the deriva-
tion of phonological forms, and thus for the theory of alloptoy, and (morpho)phonology more
generally. The theory holds that what exists is what is @ekias per (21). In this way, the amount
of information that is available to condition the insertioha contextual allomorph is restricted to
what has been produced at an earlier stage of the derivation.

A consequence of this view is that it is not possible to areabllomorphy by having the gram-
mar generate all possible host-allomorph combinationd, tean blocking all but one (optimal)
winner from among this set. In this way, the theory differadamentally from the perspective of-
fered by Optimality Theory, in which complex objects (wartts example) enter into competition.
In a standard OT grammar, boléf-t andleav-edare “derived” in the sense that they are surface
forms that GEN delivers for the input “past tense of LEAVHigtconstraint system must then
be configured so thdef-t wins, renderingtleav-ed ungrammatical. The general property of this
type of theory is that multiple complex competitors for aegivinput can be derived, so that, most
pertinently, different host-allomorph combinations canderived and compared on a number of
paramaters. This type of comparison is impossible in a théé@t bans competition among com-
plex objects; as discussed in Part Il of this book, the diffiertypes of frameworks (Localist, no
comptition versus Globalist, full competition) theorieske a number of distinct predictions about
allomorphy that can be tested empirically, predictions diegive to a large extent from the opposing
positions such theories take on competition in the grammar.

Another set of restrictions arise from another facet of fltammework, the position that deriva-
tions areencapsulatedin the sense that there are no transderivational relatidhss, it is not
possible to say that allomorphic choice is influenced bymplagts of an element’s paradigm, or by
the paradigms of other words, etc.; all such “paradigmatirisiderations are banned from play-
ing a ré)Ie in well-formedness (this point has been examinigd rgspect to syncretism in Bobaljik
2002):

2.1.5.2 (Local) Visibility

A theory with the properties outlined in the last sectiomwah the following factors to play a role
in the computation of a complex form’s phonology (see algp Bobaljik 2008, with reference to
certain Globalist, paradigmatic claims of McCarthy (2005)

(22) a. Identity/Phonological forms of Roots and morphemes
b. Locality (phases, linear adjacency)
c. Phonological processes
d. Things that have to be listed: allomorphy, exceptiongadrestment Rules

In order to interact within the confines of what is allowed 2), elements in a derivation
must be visible to each other. The theory of what is localkible in PF representations begins
with the notion of cyclicity. There are two notions ofclic that are at play in the determination of
morphological and phonological form in the present framdwdhe first is an “inside-out” kind of
cyclicity, which takes the form of the assumption that VI kggpto the most deeply-embedded node
in a structure first, and then targets outer nodes succgs¢dbae the discussion in Carstairs 1987,
Bobaljik 2000, Carstairs-McCarthy 2001,2003, Adger e28D3). The second kind of cyclicity is
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phase-based in the sense of Chomsky 2000,2001, and Maditz2P07 (see also Marvin 2002
and Bachrach and Wagner 2006 for some phonologically-wieproposals).

The first type of restriction can be illustrated in the altrith reference to the structure in
(23):

(23) Structure for Root-X-Y-Z

z
/\
Y z
/\
X Y
/\
vRooT X

The working hypothesis of “inside out” cyclicity is that Maoulary Insertion targets the node X
first, then Y, then Z. This ordering has the potential to fetsthe amount and type of information
available for particular instances of VI. So, for examplesertion at Y could be sensitive to the
output of insertion at X, but not to the output of insertiorzatWhile the assumption that VI func-

tions in this way does not seem to follow from any other aspetthe theory, it is well-motivated

empirically and it will be retained here (see in this conim@tBobaljik 2000).

The second type of cyclic restriction is hypothesized tavedrom phase-based cyclicity, in the
sense of Chomsky 2000,2001 and related work. Within a gieevation, objects may interact only
if they are active (i.e., co-present) in the same cycle ofmatation. As discussed below, this type
of cyclicity appears to play a role in allomorphic interacts as well.

2.2 Contexts for Allomorphy: Towards a Localist Theory

The theory of contextual allomorphy in Distributed Morpbagy is, in effect, a theory of suppletion.
Contextual allomorphy is found when a single morpheme ligga$t] for past tense T, or [pl], for
plural, has (i) more than one exponent; and (ii) the diffeexponents cannot be derived from one
another via the phonology. The allomorphs are thus supplafiernants of each other. This is the
case in, for example, the English [pl] head, which has (gthphic)-s, -en and-@ allomorphs (this
example is employed here instead of the past tense, sincgdétionaal point about phonologically
derived allomorphs can be considered):

(24) #[pl] < -enf/Ox, v/CHILD, ...}
#[pl] < -@/{v/MoOSE vFooOT, ...}
#[pl] < -s (=/z/)

The competition for insertion at the #[pl] node is waged letw the three VIs in (24). In a given
derivation, only one may be employed. A result of this corntipet- and the fact that there is more
than one possible “winner” for the expression of plural wkiemlanguage as a whole is viewed- is
that the node #[pl] has three suppletive allomorphs.

In the kind of competition described immediately aboverdhae distinct Vis at play. This sort
of competition for insertiortan be distinguished from another sense in which the édiomorphyis
sometimes employed. Continuing with the plural examplis,étear that not all surface realizations
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of the orthographics allomorph are phonologically identical; rather, there & /s/, and 3z/
“allomorphs” that surface in phonologically predictabtntexts (in e.gdogs cats churches. This
type of “allomorphic” effect is not suppletive, and withiinet theory outlined above it is not treated
via competition between distinct VIs with /z/, /z/, and// exponents. Rather, this pattern is found
when (i) the morphology (V1) inserts -/z/, and (ii) the (mbg)phonology derives from this single
exponent the different surface forms seen above.

As a general point, | use the teatlomorphy(respectivelyphonologically conditioned allomor-
phywhen the conditioning factor for suppletion is phonologi¢ar cases that involve competition
among VIs.

The general theme of this work is that allomorphic relatians constrained to obey certain
locality conditions. This means that while Vocabulary l'emust be specified so that they make
reference to objects in their context, not any object in $heactic structure may be referred to. Put
somewhat abstractly, the initial question that must be ¢hisas follows: for a VI like (25), which
encodes contextual sensitivity of the morphemgtp X, what the relation represented bycan
be:

(25) Locality:

[a] < -2/ X~

In a framework like the one assumed here, (25) asks whichtatal or linear relationships can
appear in a Vocabulary Iltem. The theory proposed below hbialsthe relation symbolized by
in (25) isconcatenation™ in the discussion of linearization in 2.1. In addition tosthihe cyclic
component of the theory restricts possible allomorphieraxttions further, by circumscribing the set
of cases in which nodes like] and X are actually operated on in the same cycle of PF cortipata

2.2.1 Cyclic Structure and Allomorphy

| assume that the syntactic component of the grammar isademal, and that derivations operate
in terms of cyclic domains in the sense of Chomsky (2000,p@0i related work. The natural
move in a theory with cyclic locality domains is to assume tha significant domains for (mor-
pho)phonological and semantic interactions are identiwalyntactic “phases”; this is the type of
theory presented in Marantz 2001,2007, which takes catedgfining heads like, n, etc. to define
cyclic domains in this sens&

(26) Category-defining headsv arecyclic heads.

This means that the functional vocabulary of a language;-the non-Roots— consists of two
types of heads. There are cyclic heads, the category-dgfonies in (26), and, in addition, non-
cyclic functional heads. In the latter category fall all étHunctional morphemes: Tense nodes,
number nodes, and so on.

The hypothesized generalizations for sound/meaning @bions that are expected on this type
of theory are as follows, in the formulation of Embick and sz 2008:

(27) Cyclic Generalizations

a. Allomorphy: For Root-attached:, there may be special allomorphy, determined by
properties of the Root. A headin the Outer domain is not in a local relationship with
the Root, and thus cannot have its allomorphy determinetidRbot.
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b. Interpretation: The combination of Root-attachedand the Root might yield a special
interpretation. The heads attached in the Outer domain yield predictable interpreta-
tions.

The notion ofRoot-attachednvoked in (27) refers to the first category-defining head #m
pearsina structurt! The idea behind (27) is that being in the Rootrarer domain correlates with
effects both in terms of interpretation and in terms of for;, that structures in which a category-
defining headr is merged with a Root are (potentially) special, in the sertsevered by (27). A
further motivation behind (27) is that the special domaimsutd be defined as a consequence of
the way that spell out works, not stipulated. The idea tlwatekample Outerheads could not show
Root-specific interactions would follow from the fact thata cyclic theory based on (27), such
heads are not present in the same cycle as the Root.

Patterns of nominal formation illustrate some of the basaperties of this type of cyclic the-
ory. In some well-studied examples from early work on deidraal morphology, it appears that
patterns of allomorphy correlate closely with interpretproperties in a way that is congenial to the
perspective of (27). The relevant data here center odehgedor simplenominals of (28a), versus
thegerundive nominalggerunds) found in examples like (28b) (this discussionvdran Chomsky
1970 and subsequent work):

(28) a. John's destruction of the city...
b. John’s destroying the city...

According to an analysis which, with different variantssteeen given in the framework under
discussion, the derived nominal involves root-attacheds in (29), whereas the gerundive has
attached to a verbal constituent, showrvBdn (30), although there could in fact be motivation for
additional non-cyclic structure betwee® andn (see Marantz 1997, Alexiadou 2001 and related
work). These structures are shown in (29) and (30):

(29) n Root-attached: (30) n Not Root-attached:
nP nP
/\ /\
n VP n vP
P /\
vRooT .. by VP
/\
vRooT

In the structure (29), the head shows a large number of allomorplad; -ity, -iage, -(t)ion, -G,
and others. In the Outer domain schematized in (30), on tier diand, the phonological form of
is onIy-ing:12

(31) Nominals and Allomorphy

derived/simple gerund

refus-al refus-ing
marri-age marry-ing
destruct-ion destroy-ing
break-@ break-ing
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Corresponding to this, the interpretations of the Ro@editd cases are potentially idiosyncratic
in ways that have been detailed amply in the literature, edethe gerundive nominals do not have
this property. The asymmetry in both interpretation andmabtrphy seen in derived nominals versus
gerunds constitutes the ideal state of affairs from thetpafimiew of the kind of cyclic theory that
is behind (27).

A provisional analysis of these effects can be framed in $eofrthe Inner/Outer domain dis-
tinction discussed above. In the Inner domain, where adoed® Root is allowed, there is Root-
determined allomorphy. In the Outer domain, on the othedhtrere is only one VI that applies;
this is shown in (32), where the LISTs contain the Roots thktct the exponents in question:

(32) a. Inner Domain

n <« -all LIST1
n <« -age/ LIST2
n < -tion/ LIST3 _

b. Outer Domain

n < -ing

The intuition behind (32) is that in the Inner domain, the Rigoin a “visible” relationship
with the functional head. By hypothesis, this relationship is the one defined by beirthe same
initial cycle asn, i.e., wheren is head that categorizes the Root. | put aside more discus$ioow
patterns like the one in (32) could be accounted for formatigl additional sets of data have been
considered.

2.2.2 AC, Theory

The theory based on (27) holds that it is only in the Inner dartteat Root-specific allomorphy can
be found. | refer to this as thg, theory, since allomorphic relations are restricted to faically
closest (Root-attached) environmént:

(33) C, Theory: Headr can be allomorphically sensitive to a heddnly if z andY are in the
same cyclic domain (typical caseis attached to a Rodf)

An important empirical discovery is that tii& theory is too restrictive. There are well-known
cases of allomorphy that could not be derived if this theogyencorrect (cf. Embick 2003,2004a on
English participial formations, Embick and Marantz (2008)past tense). Consider, for example,
the English past tense, which was used above to illustratenérchanics of Vocabulary Insertion.
The first two Vls in (34) contain exponents that are insentetthé context of certain Roots:

(34) Vocabulary Items for Tense

Tlpast] < -t/__ {VLEAVE, vBEND, ..}
Tlpast] « -@/__ {VHIT,VSING
T[past] <« -d

The structures in which T[past] is spelled out haveand the T[past] node:
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(35) Past Tense Verb
T

v T[past]

/\
vRooT w

The Cy theory holds that T[past] cannot be sensitive to the Roatabse T[past] is not in the
Inner cycle. According to this theory, there should be no tFapecific allomorphy at T[past]; this
is clearly incorrect.

The T[past] node and the Root interact in another way thagestg a similar conclusion. This
interaction does not involve suppletive allomorphy, bstéad involves the stem allomorphy found
in certain irregular verbs. Specifically, the node T[pastjgers Readjustment Rulesn certain
Roots, and not others. For example, the Rg&NG undergoes such a rule to yieddng the Root
v BREAK undergoes another such rule to yidebke and so on. This means again that the Root
musit4be visible qua Root when T[past] is processed at PF,thamgethat the stricCy theory rules
out.

In sum, theC, theory is too strict, and an alternative must be develophd.féllowing sections
are devoted to this.

2.2.3 Generalizations about Allomorphic Locality
With a few exceptions, there is very little work describirg limits of allomorphic interaction.
What this means for the purposes of developing a theory ofraltphy is that there is no clear
consensus in the literature about what kinds of localitydétioms regulate allomorphic closeness.
Seminal works like Carstairs 1987 discuss this questionowerall a clear descriptive statement of
what kinds of patterns are found (and what kinds are not) babeen forthcomin&.5

Based on what has been described in the literature, and s/teabe described below as well, it
appears that the following generalizations hold:

(G1) Root attached cyclie can see the Root. This is clear from many of the examples abode
is, in a sense, unsurprising. For example, the wide rangemiimalizing () exponents in
English are found when is Root-attached. This was illustrated above in 2.2.1.

(G2) A non-cyclic (i.e. non-category-defining) heddcan see a Root in spite of intervening cyclic
x, but this seems to happen only wheis non-overt. This is the situation in the English past
tense, where the phonologically nulhead does not prevent the T[past] head from having its
allomorphy conditioned by the Root.

(G3) When there are two cyclic head®ndy in structures [f/RoOT z] 3], it seems thay cannot
see the Root, evenifis not overt. That is, Outer or “category-changing” cycleaks do not
seem to be sensitive to the Root.

Although (G1-3) speak of functional heads seeing Roots,itha simplification. The general-
izations here apply as well to other heads that could beersicyclic domain defined hy. So, for
example, (G2) should be read as saying tKatan seéV in ..W] y ] X], as long as cyclig is not
overt; it does not matter wheth&¥ is a Root or a non-cyclic functional head. The same extension
applies to (G3)y cannot see the Root or any functional heads that are in thpleament ofz.

34



There are many cases in which a functional head shows alfghitosensitivity to another func-
tional head. One is found with the adjectivahead that has the exponeable, which potentiates
(makes fully productive) theity exponent of:.. Any -able affixed word in English, such dweak-
ablefrom break can be nominalized with amthat is pronouncesity like break-abil-ity16 The VI
with -ity as exponent is specified for a set of Roots includiff@urious andy/ATROC, which have
nominal formscurios-ity andatroc-ity; along with these and otheity-taking Roots, the head that
takes theablealso appears on this lidt

(36) n < -ity/X__
X = Roots (/ATROC, v/CURIOUS...); [a, -able]

In structures with this, attached outside of the with -able VI inserts the-ity exponent at
(the structure here ignores material that might appeardsivthe Root and thehead):

(837) a. Structure: [VROOTa] n]
b. VI:[[ VROOT [a,-able] ] [n,-ity] ]

In this type of case, a functional head (in this examplehas its allomorphy determined by an
adjacent functional head (in this exampig,

2.3 Implementation of the Localist Theory

Above it was shown that th€, theory is too restrictive: it rules out allomorphic intetiaos that are
attested, such as Root-sensitive allomorphy of T[pastjngligh. At the same time, it appears that
cyclic structure is still relevant for allomorphy, in therfio of the generalization (G3). That is, to the
extent that there are no cases of Root-sensitive allomdighgyclic y in structures like [[/RooT

x] y], cyclic structure plays an important role in constrainimgich nodes can interact with each
other.

The theory of allomorphy presented in this section is “hgbimn the sense that it employs both
linear and cyclic notions of locality. Representationalhe theory is highly restricted: it hypothe-
sizes that contextually allomorphy is restricted to a ndwg sees another node by virtue of being
concatenated with it:

(H1) Contextual allomorphy is possible only with elememiatiare concatenated by

This aspect of the theory is somewhat restrained in congramsth e.g. early formulations of
contextual visibility, such as Halle and Marantz 1993, vehttre structural notion dsovernment
is mentioned as a factor in allomorphic locality. At the satinee, it is less restrictive than the
Cy theory, in that it allows allomorphic interaction acrossyalic domain boundary, as long as
the interacting elements are concatenated (and, as lomgesganing elements have zero phonetic
exponents; see below). The linear aspect of theory allow$nfidssmatches” between linear and
hierarchical structure (i.e., different “bracketingsif);principle, linear relations like concatenation
can ignore any number of intervening syntactic brackets.

The idea that linear relations are important for allomorplg been advanced in the literature.
A proposal along the lines of (H1) is also advanced in Adg&jaB and Harbour 2001, which
proposes a theory of allomorphy in which (with some addaloconditions relating to syntactic
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AGREE) linear adjacency plays a defining role. See also theudsion of Bobaljik 1999,2000 and
related work, and the analysis of participial allomorphyEmbick (2003), which requires linear
relations as well.

Beyond the restrictions imposed by (H1), the theory of ¢ydlbmains constrains allomorphic
interactions as well, by placing precise restrictions oricivielements could conceivably interact
in a given PF cycle. To a first approximation, some “outer” eniat cannot play a role in certain
derivations, because it is not present when the PF of innégriahis computed. Similarly, some
“inner” material is not present when the outer morphemesergual VVocabulary Insertion, because
this inner material is derivationally closed off. Theselwyhypotheses are summarized in (H2):

(H2) Cyclic spell out domains define which nodes are preseatgiven cycle of PF computation,
and thus potentially “active” (capable of being referredl fir the purposes of contextual
allomorphy. Some outer nodes are not present when innesravéesent to PF. In addition,
superficially adjacent nodes sometimes cannot influende @her allomorphically because
in terms of cyclic spell out, they are not active in the sameyRite.

Together, the hypotheses (H1) and (H2) are formalized asmitbehted in the rest of this chapter.
Before the details of (H1) and (H2) are examined, it shouldtbessed that these hypotheses are
independent of one another. That is, it does not follow framytlaing that both should be relevant to
allomorphy; nor does the falsity of one entail the falsityttod other. It is a hypothesis of this work
that (H1) and (H2) work together to restrict possible patesf allomorphy in natural language.

2.3.1 Cyclic Spell Out: TheC;-LIN Theory

The theory centered on (H1) and (H2) is implemented in terfasset of assumptions about syntac-
tic derivations, and how they are spelled out. Following s@asumptions reviewed above, | take
the category-defining heads v, etc. to becyclic:

(38) Category-defining headsv a etc. arecyclicheads: such heads define iimseghat trigger
spell out.

The crucial theoretical question is how phase-based spelliactions. Some additional notions
that advance towards this point are illustrated in (39),hes a cyclic head, andl’, Z are non-
cyclic; other material (e.g. specifiers, or material adjdino any of these projections) is omitted for
ease of exposition:

(39) Sample structure

WP

N

w ZP
T
Z xP
/\\/P
—
../ROOT...
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The headr is a phase head. Tlewmplemenfor domain of this head is the material in thgP.
The phase headis anedgeelement in the phaseP; material adjoined teP— or specifiers afP—
is also defined as edge material (cf. Chomsky 2001). The woliccheadsW and Z, which are
merged higher thamP, do not have a special status in standard definitions oftiaeep It appears
that these heads are treated phonologically in the same agdhe phase-head For this reason, |
refer to “interphasal” elements liké” andZ under the cover terradge.

Cyclic heads define phases, and trigger the spell out of raktethe interfaces. The assumption
(S01) specifies the manner in which such heads trigger spell o

(SO1) When cyclic head is merged, cyclic domains in the complement:aire spelled out.

For concreteness, take (40), which extends (39); as befaady are cyclic, wherea$/” and
Z are not. (41) shows the complex head created in (40):

(40) Sample structure (41) Complex Head
Y
yP T
/\ w Yy
Yy WP PN
/\ 7 wW
%% ZP /\Z
x
/\ /\
z /xp\ VRoOOT =z
x VP
—_
.../ ROOT...

Although presented as a whole, these structures are bultsiquential derivaiton. First, the
syntax derives thg/P, and merges with this. Sincez is a cyclic node, spell out is triggered. This
means that cyclic domains in the complementccdire spelled out; in (40), the result is that any
cyclic domains in the/P are subject to VI and phonological processing.

Subsequent syntactic derivation merges non-cyéliandZ to thexP; to this object, cyclig is
then merged, and spell out is triggered at this point becauseyclic. By (SO1), merging cyclig
triggers spell out of cyclic domains iis complement. A further assumption is required to specify
what material is spelled out in this way. The general prilecad play in defining which material is
spelled out is (SO2):

(S02) Merge of cycligy triggers spell out of cyclic domains in the complemenypby (SO1). For
a cyclic domain headed by cyclicin the complement of;, this means that the complement
of z, the headr itself, and any edge material attached to’s domain undergoes VI.

While (SO1) specifies which nodes trigger spell out, (SO2cHjes what piece of structure is
operated on. With reference to (40), the cyclic domain hedjer is sent to PF whep is merged.
This cycle of computation operates on the Root, the heathd the edge+ head® and Z. In this
PF cycle, the head undergoes VI, as dd” andZ. Roots are not (by hypothesis) subject to VI, but
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in this cycle, the Root undergoes phonological processimg éxponents inserted at the functional
nodes might be processed phonologically as well).

The main idea behind (SO2) is that material in the compleroéatphase head is spelled out.
There are some other conceivable formulations that ackféveffect. For example, one possibility—
(SO2)- would be to hold that when a phase head merged, the complement gfis spelled out,
as long as there is a phase-defining heawl the complement of. This (SO2) does much of what
(S02) does, by spelling material in the complement of thespi@ad, but there are some impor-
tant differences as well. In paricular, consider (42), vehitre phase head takes a complement
considing of a Root with a DP complement:

(42) Root with DP complement

x
T VP
/\
RooTt DP

If DP is a phase (cyclic domain), then (SO2) and (9@#fer with respect to how this object is
processed. By (SO2), théRooT is not spelled out until a higher cycle when another cycliache
is merged. By (SO?, on the other hand, the presence of a phase (i.e., the DR tomplement of
2 would cause the complement.oto be spelled out at the stage shown in (42). This might make it
impossible for the Root to affect allomorphy of nodes owsiflz, as is required in the case of the
English past tense; see below. There are other formulatib(802) (or (SO2 that could address
this point (e.g., (SO2 could be modified so thaj's complement is spelled out when it contains
a phase in some particular configuration with respecj)toAs long as these formulations spell
out the complement of the phase head under conditions likgetfound in (SO2/SQOR, they are
appropriate for the purposes at hand, although of courde aternatives might produce a number
of distinct predictions in other domains.

As far as allomorphy is concerned, the essential empirigastions addressed by (SO2) concern
when the heads that occur between phase headg tikelz are spelled out; these are heads ke
and Z in (40-41). A consequence of (SO1) and (SO2) is that noniecyeads likeld and Z that
are attached to a cyclic headcould show allomorphic sensitivity to or elements like the Root in
the complement af, because all of these nodes are a present and subjectedrtdhélsame cycle.
The assumption that the edge+ material attached to phasgkzthie spelled out in the same cycle
asz is motivated empirically; it is an assumption that does mdibév from other aspects of the
system. In particular, spelling out edge+ material in aeyalwhich the complement of the cyclic
head is still active allows for e.g. the Root-determinedralbrphy of e.g. English past tense nodes
(a step-by-step presentation of the derivation of the pastet appears in 2.3.3).

What remains to be defined is the manner in which substrictingt have been spelled out
come to be “closed off” for later cycles of computation. Thedikition of (SO3) specifies this part
of the theory.18

(SO3) Material in the complement of a phase head that hasdmsied out is not active in subse-

quent PF cycles. That is, the complement of a cyclic he&lnot present in the PF cycle in
which the next higher cyclic heagdlis spelled out.
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With reference to (40), the effects of (SO3) are as followbkewy is merged, the cyclic domain
defined byz is spelled out. By (SO2), them, the complement of, and edge heads attached to
2 undergo VI. In a subsequent stage of the syntactic derivatidnen some cyclic head aboye
is merged, the cyclic domain centered gis spelled out. In this cycle, (SO2) specifies thatts
complement, and edge+ are present. The headd its edge+ materiald” and Z in the example
above— are also present in this cycle of spell out. Theseshaadalready instantiated phonologi-
cally, however, since they are subjected to VI in the cyétgyred by merge af. No other material
is present whey is spelled out; in particular, (SO3) says that material & ¢bmplement of is
not present in this cycle.

The effect of (SO3) is to remove certain nodes from the coatpmirt past a certain cyclic bound-
ary. The way that (SO3) is defined, an Outer cyclic head hgshibsiological form computed in a
cycle in which the complement of an Inner cyclic head is natspnt. This aspect of the theory
accounts for (G3) above, i.e., the absence of Root-spedifimarphy for Outer cyclic heads, and
its effects are seen in other domains as well.

Taken together, the effects of (SO1-S0O3) are shown scheatigtin (43), where the subscript
on the brackets indicates the node that triggers spell adtilee nodes contained within the bracket
are the nodes present in that PF cycle. Because there areliodymains in the complement of
in the hypothetical structure that is being considered) (&8ins with the cycle triggered hy in
which the bracketed material in (43a) is present. In theecgietermined by, the bracketed material
in (43b) is present:

(43) a [[[[[vRooT z] W] Z] y]

Y

Cyclic y triggers spell out of cyclic domains in its complement. Teadh: undergoes
VI, as do the edge+ headls andZ. The Root is processed phonologically.

b. [[[[VROOT *] W*] Z*] 4] ... ]

z

Merge of higher cyclic: triggers spell out of cyclic domains in its complement. The
heady defines a cyclic domain, and is subjected to VI (along with adge+ heads it
might have). The heads marked withx, W, Z— are present whepundergoes VI, but
have undergone VI in the earlier cycle.

From (SO1-3), two important corollaries follow. It is comient to refer to these by name, since
they are central to explaining the empirical generalizeti¢G1-G3), along lines that are outlined
above.

The first corollary, which follows from (SO1), is that a cycchiead is not present in the cycle of
spell out that it induces; this is thedMAIN COROLLARY:

(44) DoMAIN COROLLARY: Cyclic headx is not present in the PF cycle of computation that is
triggered by merge af. Thus,z is not subjected to Vocabulary Insertion (and thus cannot
undergo any phonological processing) until the next cyélspell out, when it is in the
domainof another cyclic head.

A second corollary that is derived from (SO2) and (SO3) came@hich nodes are present in a
cycle of PF computation. These nodes could potentiallyréatefor allomorphic or other purposes.
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Another way of stating this is that the nodes that are cogmtes a given cycle are potentially
activewith respect to one another. The most important work dondisyaspect of the theory is in
structures with more than one cyclic head. TheTA/ITYy COROLLARY is tailored to this type of
casel®

(45) ACTIVITY COROLLARY: In[[ .... 2] y], =, y both cyclic, material in the complement ois
notactivein the PF cycle in whichy is spelled out.

It is useful to refer to the DMAIN COROLLARY and the ATIVITY COROLLARY in discussing
how particular empirical results are derived. It must be easzed, however, that these are not
separate hypotheses beyond (SO1-3); as their names iin@jyate corollaries of that general set
of assumptions about how cyclic spell out works.

| refer to the theory based on (SO1-3) a€acyclic theory. Unlike theCy theory discussed
above, it allows allomorphic interaction beyond the Ratdehed domain. At the same time, while
allomorphic visibility is possible wheanecyclic head is present, elements in the domain of a cyclic
head are inactive in the cycle in which an outer cyclic heagpédled out.

The linear condition of (H1) operates in addition to tfige cyclic theory of (H2). I call their
combination theC;-LIN theory.

2.3.2 Application to Cyclic Heads

The C;-LIN theory can be illustrated with some initial examplesntering on the key contrast

between the behavior of Inner versus Outer cyclic heads), é8d (G3) above. The important com-

parisons that were used for exposition in 2.2.1 center onet#simple nominals versus gerunds.
Beginning with the former, a simple noun likearriage has the structure in (46); here and

below, | employ structures that are complex heads:

(46) Merge ofn

n

/\
VMARRY n

The cyclicn morpheme triggers spell out, such that any phases in the leamept ofn are
spelled out at this stage. In the example (46), there are asgshinn’s complement. During the
next cycle of spell out, triggered by a higher cyclic hea®, ¢kiclic domain centered amin (46)
is spelled out. In this cycle, the RogfMARRY and then are linearized, and the VI witkageas
exponent taw. The steps in the derivation afarriageare summarized in (47):

(47) Syntax: Higher cyclic head triggers spell outof

a. PF: Linearization/MARRY " n
b. PF:Vlatn: vMARRY " [n,-agq

The derivation of the “category-changing” de-verbal noahmarry-ing, in whichn is attached
outside ofv, involves some additional steps. To begin with, the Root@aack merged:

(48) Merge ofv
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v

/\
VMARRY v

The v head triggers spell out in the way described above. A sulesgiage of the syntactic
derivation merges to (48).20

(49) Merge ofn overwv:

n

N

v n

/\
VMARRY v

Then head triggers spell out of material in its domain. In the Péleyefined by, thev head
undergoes VI, which insert®. In a subsequent cycle, thehead is subject to VI, which inserts the
-ing exponent. These steps are summarized in (50), which beginshe merge oh.:

(50) a. Merge of: triggers spell out of-phase
i. PF: Linearizationy/MARRY " v
ii. PF:Vocabulary Insertion at: v MARRY ~[v,-]
b. Syntax: Later cycle triggers spell outfphase
i. PF: Linearization$,-@] " n

ii. PF:Vocabulary Insertion at: [v,-d] " [n,-ing]

In the derivation ofmarry-ing then head cannot see the Root for contextual allomorphy, even
though then and the Root/MARRY are superficially adjacent (i.e., there are no overt morgsem
intervening between them). As shown in (50b-ii), wheis subjected to VI, the Root is not present
in that cycle. Thusp could never show allomorphy conditioned by the Root in thsetof forma-
tion. The insentivity of Outer cyclic nodes to elements ia tomplement of an Inner cyclic nodes
is a manifestation of the &r1viTYy COROLLARY.

2.3.3 Transparency and Pruning

While Outer cyclic nodes cannot see across Inner cyclic siautmn-cyclic nodes outside of a cyclic
head are able to see into the Inner domain; recall that, ssdsila (G2), in structures like (51),
non-cyclic Z can show Root-specific allomorphy across cyelic

(51) ...~/RooTlxz]Z]

This is the kind of structure found in the English past tengaerex is v, and Z is the tense
node T[past]. The latter head can show Root-determinedaliphy.

The importance of this type of example for cyclic structurasvstressed above, where it was
shown that cases like (51) require something more tha@ghbeory of cyclicity. Another important
point about (51) can be seen with reference to (H1), the ¢denation requirement on contextual
allomorphy. The linearization procedure employed abovizeethe linearization statements in (52)
from (51):
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(52) vRooT z,z™

In these statementg, is not concatenated with the Root, yet it potentially showstRietermined
allomorphy. The hypothesis (H1) that contextual allomgrghrestricted to concatenated elements
narrows the range of options for treating the type of casbl (f this hypothesis is correct, it must
be the case that the Root afidare concatenated when VI occurszat

This type of question is addressed in Embick 2003, which ggep that some nodes with null
(-9) exponents are transparent for certain linear relatiohss an be made precise by positing a
type of Pruningrule that eliminate nodes from concatenation statemersts wWorking hypothesis,
| assume that this kind of rule has the properties specifi€83n

(53) PRUNING SCHEMA:

vVRooT [z,-4], [z,-D9]"Y — vVRoOT™Y

The rule eliminates pieces with null exponents. Pruningsalre, evidently, not obligatory for
all nodes with zero exponents. There are some cases in vitdppéars that a head with a null ex-
ponent is present in concatenation statem@hEhe guestion of whether or not there are significant
generalizations about which zeroes are Pruned and whiaimoaremains to be investigated. In the
discussion below, | will posit Pruning rules where required

The effects of Pruning can be illustrated with referenceht English past tense. Past tense
verbs have the structure in (54). Thenode intervenes between the Root and T[past], as shown in
(55a). Pruning eliminates the,}d] node from the concatenation statements, as shown in (55b).
When VI at T[past] takes place, the concatenation statesmer{b5b) is present:

(54) Structure

/T\ (55) a. vROOT v, v T[past]
v T b. vVRooT T[past]
/\
ROOT v

The steps in the derivation of a past tense form are showrtn (5

(56) a. Syntaxv and the Root are merged
i. PF: Spell out of phases in the domainwof
b. Syntax: T head merged withP
c. Syntax: Higher cyclic head triggers spell outaieaded phase
i. (T lowers tov to create complex heachffRooT v] T[past]])
ii. Linearization:v/ROOT v, v T[past]
iii. Vlat v: vRoOT [v,-@], [v,-@] " T[past]
iv. Pruning:v/RooT [v,-@], [v,-@] " T[past]— v/ RooT T[past]
v. Vlat T[past]

In the last step, VI at T[past] takes place when T[past] iatenated with the Root, making Root-
determined allomorphy possible.
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2.3.4 Synopsis

The generalizations (G1-3) above were framed against theigiions of theC, theory of allo-
morphy, which holds that contextual allomorphy is possiihdy for morphemes in Inner cyclic
domains. The fact that Outer, non-cyclic morphemes do indlacw Root-determined allomorphy,
as seen in the English past tense, and summarized in (G2sshat theC, theory is too restrictive.
The empirical contrast that must be accounted for is thatdmt Outer non-cyclic nodes covered
by (G2), and Outer cyclic nodes. By (G3), the latter do notedements in the complement of an
Inner cyclic head.

The defining hypotheses presented advanced above are @iXotitextual allomorphy is re-
stricted to the relation of concatenation, and (H2) thatdenmust beactivein the cyclic sense in
order to be visible to another node. How insertion interadth cyclic spell out is defined by the
assumptions (SO1-3). Finally, the concatenation-basedrytrequires the further assumption that
Pruning takes place with some nodes that have zero exporderdswhole, this approach is referred
to as theC;-LIN theory, and it accounts for (G1-3) in the manner outiraove.

2.4 \Vocabulary Items

While cyclic structure plays a crucial role in tlig -LIN theory, the theory also makes claims about
the forms that a Vocabulary Item can take. This section meslisome further aspects of this com-
ponent of the theory.

2.4.1 Specification

According to (H1), the type of information that may appeathia contextual conditions of a VI is
restricted to the relation of concatenation. Schematictien, this means that the theory allows Vs
of the types shown in (57):

(57) a [X]—NI[Y]"_
b. [X] < i/l _"[Y]

To this point, | have employed binary concatenation statgsmeéOne additional question con-
cerning the specification of VIs is whether there are caseghich a node shows contextual allo-
morphy that is determined by elements both to the right anidddeft of it; i.e., (58), which could
be seen as abbreviating two binary statements (or, alteehatwith another definition of™):

(58) [X]—NITIY]_"[2]

One potential example of this type is found in the first persiogular subject agreement mor-
pheme in the Athabascan language Hupa (Golla 1970:69ffi$. drefix typically appears a4-, as
in (59a). However, when this morpheme is preceded by a pmeprefix, it surfaces as-. This
contextual allomorphy of 1s is found only with active (i.@eative) verbs (59b). In statives, the
defaultW- allomorph appears (59c):

(59) a. no:xoVWAwW
no- xWi- W- - tiw
ADV OBJ1s.SUBJTRANS put
‘I put him down’
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b. na:seiya
na- si-  e-yar
ADV PERF1sgo
‘I have gone about’

c. sWda
Si- W- da
PERF 1s sit
‘I am sitting.’

On the assumption that eventivity or stativity is encoded ime distribution of the-allomorph
of 1s requires reference to a preceding perfective morplame following eventive:

(60) [1s]« e-/[perf"__"wv[eventive]
[18] — W-

Rules with conditioning factors to the left and the righttod £lement undergoing the change are
seen elsewhere in PF; certain phonological rules havethgepy, for example. If examples like the
Hupa one are revealed to be possible in more detailed igatisths, then some formal modifications
might be required for the operator that defines localityvaté for allomorphy. Alternatively, it
could simply be the case that conjoined concatenationnstatts are visible for the purposes of VI.

Another question to consider is what kinds of information e@pear in the contextual condi-
tions for a single VI. In particular, it can be asked whethsirgyle VI could be specified so that it
is inserted to the left of certain objects, but to the righbthfer objects, as shown in (61):

61) [X]—=MXITIY]"_,_"[Z]

This hypothetical VI is employed to the right of Y elementsddo the left of Z elements. As far as
it can be determined at this point, this type of represesnidt consistent with the restrictions on VI
hypothesized here, although | am not aware of any clear cdsbis type.

2.4.2 Outwards Sensitivity
Many of the examples of allomorphy that appear above shovt hdsbeen callethwards sensi-
tivity: an outer morpheme has its allomorphy determined by theepties of a morpheme that is
structurally inside of i£2 Morphemes may also shoautwards sensitiveontextual allomorphy,
in which the properties of a structural outer morpheme datex allomorph selection at an inner
node.

As an illustration of this effect, consider the case of Hurega“outwards sensitivity” of plu-
ral; the plural morpheme surfaces #¥)k in unpossessed forms, but g4§)a)i- when there is a
following possessive morpheme:

(62) Hungarian Plural/Possessive (Carstairs 1987:165)

Singular Singular-1s Poss. Plural Plural-1s Poss. Gloss

ruha ruha-m ruha-k ruha-ai-m ‘dress’
kalap kalap-om kalap-ok kalap-jai-m ‘hat’
haz haz-am haz-ak haz-ai-m ‘house’

It is assumed that these nouns have the structure in (63):
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(63) Structure: [[ vVROOT n] pl] poss]

In the PF cycle in which the phonological forms of [pl] and §sbare determined, the lineariza-
tion procedure derives statements that concatenate tlekss prior to VI. If the Vocabulary of
Hungarian contains the following VIs, the correct resuttsderived (ignoring the conditions on the
parenthesized components):

(64) [pl] < -(()a)i-/_"[poss]
[pl] < -(V)k-

Different discussions of allomorphy have had differenhgfs to say about potential asymme-
tries between these types of sensitivities, beginning thighdiscussion of Carstairs (1987). Within
the context of the “inside out” type of Vocabulary Insertittrat has been assumed in Distributed
Morphology and some theories that precede it, some predasgmmetries are clear. For exam-
ple, an “inner” morpheme cannot have its allomorphy deteethibyphonologicalproperties of an
outer morpheme in such a theory, since, by hypothesis, th&r anorpheme would not yet have
undergone Vocabulary Insertion (see Bobaljik 2000 for tholatal discussion). Carstairs-McCarthy
(2001,2003) discusses some other possible differefes.

Cyclic derivation places some further constraints on whéwards sensitivity can occur. These
predictions are outlined in 2.6. The limited outwards s@risi allowed in theC;-LIN theory is
particularly important in the light of Globalist alternagis, which are examined in Chapter 6.

2.5 Potential “Long Distance” Effects

If the theory presented above is correct, contextual allpimpis highly restricted in scope. Appar-
ent cases of allomorphy that do not take place under lingacexcy in a cyclic domain must result
from other phenomena. At least two different types of effélctit can result in prima facie less local
interactions must be consideréd.

2.5.1 Contextual Allomorphy versus Impoverishment

The linear component of th€;-LIN theory is centered on concatenation. The concatematjer-
ator plays a role in other domains as well; for example, irseéhat many cases of postsyntactic
affixation (“affixation under adjacency”) can be treatechiege terms (see Embick 2007b, following
much earlier literature cited there). Other operationsnduthe PF derivation are defined in terms
of other relations of locality. In particular, it appearathmpoverishmentules must be defined over
larger structures, in terms of non-linear conditions ofliy.

An Impoverishment rule is a rule that deletes the features mode in a particular context. The
result of this deletion in a theory in which competition fasértion is determined by specificity is
clear: a less specified (or default) VI applies to the impiyed node. This type of effect has been
discussed extensively since early work in the Distributenrphiology framework (cf. Bonet 1991
and Noyer 1992). A familiar example of this is with the soledl“spurioussée’ rule in Spanish: in-
stead of the expectdd Dative clitic, the “default” cliticseis inserted in the context of an Accusative
clitic. This effect can be analyzed in terms of two stepst,ftre features otherwise responsible for
the insertion ofl(e) are deleted in the relevant context; and, second, the lgegoentains(e)as
a default for the clitic node (see the works cited above anlieHand Marantz (1994) for some
discussion and illustration).
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In a sense, the effects of Impoverishment could look likeratirphy. Impoverishment rules are
employed when an “expected” exponent does not surface intigydar context, and another expo-
nent is found instead. Consider the Spanish example imtedg@bove. Rather than the otherwise
expected(e) allomorph, thes(e)allomorph appears in a particular context. At this level ectip-
tion, this is similar to contextual allomorphy, where an exjed exponent fails to occur as well.
Beyond this, however, the similarities end. In Impoverigmt) the point is that a less specified VI
that already exists in the system is employed in a contexthichiva more specific VI is expected.
In contextual allomorphy, the situation is reversed: a Vitmdontextual conditions on insertion is
posited to block the insertion of the expected or defaultdrid certain environment. Since contex-
tual allomorphy and Impoverishment differ in terms of wheeth more specified or less specified VI
applies, it is to be expected that, in the normal case, itheiltlear whether one is dealing with the
contextual effects of Impoverishment, or the contextutdaté associated with allomorphy (special
VIs).

In addition to these differences in terms of feature speatifio, it appears that there are locality
differences between Impoverishment and contextual altpmoas well. Investigation of Impover-
ishment rules in Halle and Marantz 1993 and subsequent wweokies application of these rules in
cases that involve non-adjacent morphemes. One workingthgpis, which relates directly to the
main point of this section, is that Impoverishment couldegive effect of action at a distance for in-
sertion by operating on nodes that occur within a cyclic dorfghase), whether or not these nodes
are concatenated; this position has been discussed by tdanampublished work, with examples
from Nimboran (see Inkelas 1993, Noyer 1995) and some ctimgulages.

It is possible, then, that certain prima facie counteredampo the adjacency-based theory of
allomorphy do not in fact involve contextual allomorphyt instead are cases of Impoverishment.

2.5.2 Syntax: Features from AGREE

An additional source of superficially long-distance intdi@ns derives from certain assumptions
about syntactic relations. Specifically, if it is assumedt tthe operation of AGREE (Chomsky
2000) applies between elements likeand T and other phrases in the clause (i.e., DPs), then the
features of these phrases might be visible in a complex headsitions that are not necessarily
where agreement morphemes (i.e. “AGR nodes”) are found.

More concretely, it is standardly assumed that the heada transitivevP enters the relation
of AGREE with the object, while T enters into this relatiornthvihe external argument. In a typical
“verb” for a hypothetical language, then, the complex hdwt is spelled out as the verb might,
all other things being equal, have features of the objectl@dubject irv and T respectively (the
structure in (65) shows an AGR node adjoined to T for expogipoirposes as well):

(65) Verb: Features from AGREE

v [T,p-SUBJ]
RooT [v,0-OBJ]
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Without theg-features from AGREE on and T as in (65), the predictions about allomorphy in
a verb with the structur¢/RooT-v-T-AGR are clear. The head, for example, could not be affected
by the person number features of the subject associated\siEh

On the other hand, if the features are placed (or valued) bREBEin the manner shown in (65),
then some additional interactions are possible; this geidiscussed in Adger et al. 2001, where
it is proposed that at least some long distance effects areetfult of AGREE (cf. also Bobaljik
and Wurmbrand 2002). Importantly, these interactions figetgpe that appear problematic for an
adjacency-based theory, as discussed in detail by Bol§alji0).

More precisely, it would be possible for thehead to see features of the subject, by hypothesis
valued on T; similarly, the T head might see the features efdabject onw. This is clearly less
restrictive than the theory without features distributgdNGREE in this manner, and it must be de-
termined empirically whether this range of interactionfoisnd (see Chapter 3 for some additional
discussion).

2.6 Core Predictions of theC;-LIN Theory

Many of the key predictions of th€;-LIN theory were outlined in section 2.3. In a slightly ex-
panded form which takes into consideration some additisnhtases, these predictions are reit-
erated in this section. The predictions are organized dowuprto first, inwards versus outwards
sensitivity, and, within these categories, whether theertmging spelled out is non-cyclic or cyclic.
Beginning with inwards sensitivity, the predictions forroyclic heads are as follows:

Non-Cyclic Heads

(&) Non-CyclicY may show allomorphy determined by Root or non-cyclic heaalcyclic
x's complement in

walz]Y]

provided thaix andY” are concatenated when VI occurs.

(b) Non-cyclicY may also have its allomorphy determinedyor by another non-cyclic
W betweenr andY in

.x]Y] or
L] W1Y]

provided thafy” and the element conditioning its allomorphy are concatzhathen VI
occurs.

(c) Non-CyclicY thatis part of the edge+ of cycliccannot have its allomorphy determined
by (cyclic or non-cyclic)x that is in the complement of inner cyclicin

calz].y]lY]
under any circumstances.

For cyclic heads and inwards sensitivity, tle-LIN theory predicts the following:
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Cyclic Heads

(a) Cyclicz may show allomorphy determined by Root or non-cyelim its complement:
e

provided thatx andx are concatenated when VI occurs.

(b) Cyclic y may not have its allomorphy determined &yin the complement of Cyclie
in

walz]yl

under any circumstances.
(c) Cyclicy may have its allomorphy determined by cyclicor by non-cyclicl in

provided that thay and the conditioning element are concatenated when VI sccur

Turning to outwards sensitivity, the predictions of the-LIN theory are as follows, beginning
with non-cyclic heads:

Non-Cyclic Heads

(a) Non-cyclicZ that is part of the edge+ of cyclic may have its allomorphy conditioned
by non-cyclicWW in

provided thatZ andW are concatenated when VI occurs.

(b) Non-cyclic Z that is part of the edge+ of cyclic may not have its allomorphy condi-
tioned by outer cyclig in

under any circumstances.

The first prediction follows straightforwardly from the fafbat non-cyclic heads likeZ and
W are spelled out in the same cycle. The second predictioowslfrom the assumption in (SO2)
above that when a cyclic domain headedabis spelled out, the edge+ material attached: tis
spelled out as well. In this cycle, is not present, and thus cannot condition the allomorphy'<f
edge+ heads.

For cyclic heads looking outwards, the predictions are kevis:

Cyclic Heads
(a) Cyclicz may have its allomorphy determined by non-cydlidn its edge+ in
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provided that: andZ are concatenated when VI occurs.
(b) Cyclic x may not have its allomorphy determined by cygli;

under any circumstances.

The predictions outlined in this section are examined dodtiated in many further examples
studied in Chapter 3. They aoere predictions in the sense that they cover a number of the cases
that appear to be empirically significant. Other predidiocan be derived from th€é;-LIN theory,
and some of these are identified as the discussion proceeds.
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3
Applications and Implications

This chapter presents some cases studies that are eitheatoos for or consequences of thg-
LIN theory. The initial discussion concentrates on the jotemhs that this theory makes concerning
(linear) Intervention Effecteind certain kinds obomain EffectsThese derive from the linear and
the cyclic parts of the theory respectively.

With respect to linear intervention, the theory predictattifi a nodeX is conditioned allo-
morphically by another nod¥, a linearly intervening eleme? will cause X to default to an
“unconditioned” alternant (or one conditioned BY), sinceY is not visible toX. Some cases of
this type are examined in 3.1.

The predictions concerning domains take different formshe C;-LIN theory, cyclic heads
trigger spell out of phases in their complement. This mehatd cyclic head: and its attendant
material undergo VI in the domain of another cyclic hegdwhich is not itself spelled out in the
cycle that it triggers. This aspect of the theory is shownaeehimplications in numerous domains
in 3.2. First, it follows from this theory that two cyclic hdsicannot undergo VI in the same cycle.
This rules oufusionof derivational morphemes of a particular type, as shown2rl3Second, it is
predicted that inner cyclic heads cannot see outer cychd$at the point where VI occurs. Some
important case studies for this prediction are examinedar23Finally, it is predicted while cyclic
heads cannot see outer cyclic material, there could be aflamy triggered by outenon-<cyclic
material for such nodes. This latter set of predictiondusitated with reference tstem suppletion
in 3.2.3.

A further set of questions is addressed in 3.3, which exasn@menplex systems of affixation
where the same type of functional head is found in both InReo{-attached) and Outer (outside
of other cyclic head) domains. This type of distribution vedso seen in Chapter 2, where it was
shown that English nominals have a number of different Rimt&rmined: allomorphs in the Root-
attached domain, but taking across the board in gerunds. Further patterns of allomdrpiwich
the same type of head is attached in both Inner and Outer dsnilhistrate the cyclic aspect of
the theory, and raise many additional questions about aliphy as well. For example, whiléing
appears as the exponent of Outein gerunds, there are also instances in which Root-attaghed
shows this allomorph. This raises the question of how susfaintes of identity across domains are
represented in the Vocabulary.

A final set of questions, addressed in 3.4, centers on sonteeofiays in which theC-LIN
theory interacts with the phonological component of thergrer, paving the way for the second
part of this book. A preliminary part of this discussion slsowhat types of phonologically condi-
tioned allomorphy are expected on tie-LIN theory. Further questions concerning (i) the locality
constraints orfReadjustment Ruleand (ii) how the phonology may “obscure” a local allomorphi
relationship, are addressed as well.
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3.1 lllustrations I: Visibility and Linear Intervention

If contextual allomorphy is restricted to concatenatidrert it should be possible to detdictear
intervention effects: cases in which a head shows a spetamh@ph or allomorphs when it is
adjacent to some conditioning head, but shows anothezasialn when another piece intervenes.

In the abstract, cases like this are important for two resisbhe first is that intervention of any
sort promises to reveal much about locality, a point thatéarcin many domains, both in syntax
and in phonology. A second point concerns the specific typeslations that are implicated for
locality. To the extent that the intervention effects in xtual allomorphy are linear (as opposed
to hierarchical), and do not involve changes in cyclic dtites, they provide evidence for a theory
in which linear relations play a defining role.

3.1.1 Adjacent Heads in Latin Perfects

The Latin perfect indicative shows unique Agreement affiveertain person/number combina-
tions. These special agreement morphemes are not seen iottaypart of the verbal system.
Significantly, these endings are found only when the AGR menme is linearly adjacent to the
Aspectual head associated with the perfect meaning.

The Latin Tense/Mood/Aspect system includes both impeded perfect forms, which may be
further specified for Tense (present, past, future) and Miaticative, subjunctive). The examples
that | analyze here are all part of the perfect system. | asshat these are based on the structure in
(1), a complex head that contains the head Asp[perf] and aeleead (see Embick 2000 for some
discussion; | put aside Voice and Mood (subjunctive) in #tiscture for simplicity):

(1) Structure: (2) Features of T:
T
/\ [pres] = Present Perf.
T AGR [past] = Pluperfect
/\ [fut] = Future Perfect
Asp T
v Asp[perf]
/\
vVRooT w

The Tense features in (2) appear in the structure in (1) tatengresent perfects, pluperfects, and
future perfects respectively.

The allomorphy of interest is found in the person/numbeiregg] which realize AGR in (1). As
noted above, the perfect indicative shows unique endingse®n elsewhere in the verbal system;
these are seen in the leftmost column of (3), where the begdfagreement morphemes are different
from those found in the other columns:

(3) Perfect forms ofno ‘love’
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P/N  Perf. Ind. Plup. Ind. Perf. Subj. Plup. Sub;j. Fut. Perf

1S ama-w ama-ve-ra-m ama-ve-ri-m am a-vi-s-se-m ama-ve-r- o
2S ama-vst1 ama-ve-r a-s am a-¥s-r ama-vi-s-s'e-s am a-¥s-r
3S am a-vi-t am a-ve-ra-t am a-ve-ri-t am a-vi-s-se-t a-vanAmi-t

1P ama-vi-mus ama-ve-ra-mus ama-ve-ri-mus &ma-mus am a-Vieanus
2P am a-vstis am a-ve-r a-tis am a-\is am a-vi-s-s'e-tis am a-\{ig
3P ama-erunt am-a-ve-ra-nt am a-ve-ri-nt am a-vi-s-se-nt am aave-ri

Some additional comments are in order concerning the fanr(®)j with respect to the assumed
segmentation and the operation of phonological rules.

The segmentation shown in (3) assumes that the Asp[perfpimone has the phonological
exponentvi. This-vi exponent is the default for this head, which also shows dRloet-determined
allomorphs. In particular, the perfects of other verbs shevand-i allomorphs of Asp[perf], as
shown in (4) (first plural forms are used for clarity):

(4) Asp[perf] exponents

a. -siin e.g.scrip-si-mus‘we wrote’
b. -i in e.g.veni-mus‘we came’

Some important patterns that center on the allomorphy oA8perf] head are discussed in
Chapter 6.

Linearly following the Asp[perf] morpheme in many of the ffiag in (3) are morphemes as-
sociated with Tense, or Tense and Mood in the case of subjaaciThese morphemes intervene
linearly between the Asp[perf] piece and the final morpheth@word, which is the Agreement
(AGR) morpheme. So, for example, the Pluperfect Indicasvaroken down as follows:

(5) am a ve ra mus
love TH Asp[perfl TNS AGR
‘We had loved’

The appearance of Tense morphemes between Asp[perf] ando&@Rs in almost all of the
Tenses shown in (3). In the Present Indicative, howevergtieno Tense morpheme between
Asp|perf] and AGR; see belo.

The effects of a number of phonological rules can be seemugmaut the forms in (3). Full
discussion and justification of these rules can be found ibiEkmand Halle (in prep.); for present
purposes, | will merely outline the relevant processes.

One rule whose effects are seen in many of the forms in (3ktaftlhe vocalic component of
-vi. Specifically, the /i/ component of Asp[peri is deleted when it precedes a vowel. This rule
produces e.g. surfa@ma-v- from underlyingama-vi-I.

In addition to this deleteion rule, underlyingly long vowedre shortened in syllables that are
closed by certain consonants. For example, the undelryanmorpheme of the Pluperfect surfaces
as-ra in the 1s And 3s forms, where it appears in syllables closefinbyand /t/ respectively.

Beyond these effects, there is also an alternation betw#een /e/ in the Asp[perf] morpheme.
This is the effect of d.oweringrule, which is formulated as follow?:
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(6) Lowering
i—einenv. __r

This rule accounts for the fact that the Asp[perf] head sw$aas-vi in e.g. the Pluperfect
Subjunctive, but asvein the Pluperfect Indicative, where the /i immediatelyqades the /r/ of the
Tense exponent.

When the system of Latin verbal morphology is consideredbdythe Perfect, there is moti-
vation for additional morphophonological rules beyondstamentioned in the text. One important
one isRhoticism which changes /s/ to /r/ intervocalically:

(7) Rhotacism

/s/—Irlinenv.V__V

This rule accounts for a number of alternations betweenn@d//d found in Latin verbs. For
example, the infinitival suffix surfaces ase with the athematic verles-se but as-re with other
verbs likeama-re. With the Rhotacisnrule (7), it is possible to derive these two surface reatizat
from a single-seinfinitival exponent.

With Rhoticism the Tense exponents in (3) can be treated as in (i):

(i) Pluperfect Indicative:sa
Perfect Subjunctivessi
Pluperfect Subjunctives, -se
Future Perfect:si

The effects ofRhotacismand the general set of assumptions just outlined are seegrioug
examples from Latin presented throughout this book. Se Bfbick and Halle (in prep.) for
extensive discussion of this and related points.

In short, the structure that is presented in (1) underliesdifferent forms in (3), which are
subjected to the morphological and phonological processtisied immediately above.

Returning to the question of agreement allomorphy, it casdes in the first column of verbs in
(3) that the perfect indicative shows more than one “spea@eement allomorph. So, for example,
there is typically-0 or-mfor 1s agreement in Latin, but in the perfect indicative sks; i2s typically
shows-s, but in the perfect indicative it i8sfl; similar considerations extend to 2p and 3p agreement.
The agreement endings seen with the other perfect formg eré3not unique to perfects; they are
found in other parts of the verbal system, as can be seen préisents and imperfects in (8):

(8) Present and Imperfective Indicativeafo

P/N Present Imperfect

1s am-o am a-ba-m
2s ama-s ama-ba-s
3s ama-t am a-ba-t

lp ama-mus ama-ba-mus
2p ama-tis am a-b a-tis
3p ama-nt am a-ba-nt
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In the perfects in (3), it is clear that the special allomar@ppear when the AGR node is
linearly adjacent to the perfect morpheme (cf. Carstai®87), Carstairs-McCarthy (2001,2003),
Adger et al. (2003); Lieber (1992) discusses this same puiith reference to (the absence of)
percolation in perfect forms). A glossed segmentation shguhis is provided in (9), for the first
person singular perfect indicative and pluperfect; theeulythg forms of the exponents is shown
prior to the application of the phonological rules discasabove:

(9) a. amavi
am -a-vi -@ -1
love TH ASPTNSAGR

‘I loved’

b. amaveram
am -a -ve -sa -m
love THASPTNSAGR
‘I had loved’

The Tense node in the perfect indicative is always null. Véleenan overt tense morpheme (or
overt tense and mood morphemes) intervene between AGR arfsiiectual head Asp[perf], the
“normal” exponents of AGR- i.e., those that surface in (8e-faund.

The linear nature of this effect is important in comparisathvexclusively cyclic and hierar-
chical theories of allomorphic locality. Beginning withetiormer, there is no reason to think that
the perfect indicative differs from the other perfects imte of its cyclic structure. According to
standard definitions of cyclic domains, AGR is in the samdecgs Asp[perf] in both the perfect
indicative and e.g. the pluperfect indicative. Even if T @assumed (against many current working
hypotheses) to be a phase-defining head, the relevantatiffes could not be stated. Each type of
perfect listed here has a T head, as far as the syntax goes.iflthe spell out of the AGR nodes
for the perfect had a cyclic conditioning environment, wewgt find identical AGR endings, -isti’
etc. in all of the different types of perfects in (3), conyréw fact.

Similarly, it is difficult to see how a hierarchical notion wfommand” would have AGR in a
local environment with the Asp[perf] head only in the petfewlicative. It might be possible to
stipulate a condition on intervening nodes, but this onbapétulates the intuition that the effect is
linear, and makes no novel predictions that can be tested.

To account for the special allomorphs of AGR, | propose thahé perfect indicative, the head
T[pres] has a zero exponent, and that it is Prundthe Vis inserting the special AGR forms may
then be specified for a contextual condition where Asp[psdbncatenated with AGR, as illustrated
with the following Vis4

(10) Vis: A Fragment of AGR in Latin

Is < -1 IAsp[perf_
2s « -ist1 [Asp[per__
2p < -istis  [Asp[perf]"_
3p < -erunt /Asp[perl__
1s < -0

2s < -s

2p « -tis

3p < -nt
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In the perfect indicative, the AGR node is concatenated Agp[perf], so that the “special” ViIs
in (10) win over their counterparts that are not specifiedextoally in this way. In all of the other
parts of the perfect system, there are overt exponents fbndse nodes are not Pruned in the way
that T[pres] is. Thus the local relationship with Asp[pésfhot found, and AGR defaults to the Vs
employed elsewhere in the systém.

3.1.2 Some Latin Themes

Another type of effect that implicates linear adjacencydsrsin Latinthemevowels. | assume
that Theme morphemes are, in general, “ornamental” pietasmhology, items that are appar-
ently relevant for morphological well-formedness, but patt of syntax; these adissociatednor-
phemes in the terminology of Embick (1997). Latin verbs shiogvdifferent theme vowels in (11):

(11) Conjugations and Theme Vowels

Conjugation Example Theme Vowel
I laud-a-mus -a-

Il mon- e-mus - e-

I duc-i-mus

(i) cap-i-mus  -i-

v aud-1-mus - 1I-

Except for the + theme posited with Conjugation Il verbs likieico, this is a relatively uncon-
troversial view of the theme system. It suffices for the psgzoof this discussion that the theme of
verbs likeduoo be a short -i- that is different from that found with 111(i}it” verbs like capio.

The fact that a particular Root belongs to a particular ogatjion class— e.g. thaud4-re ‘hear’
belongs to conjugation IV with theme vowal as opposed to some other conjugation— is not pre-
dictable. A natural assumption about diacritic declensiortonjugation class features with this
property is that they are specified as properties of indalidRoots, as shown in (12):

(12) AUDyy,

The feature [IV] is neither a semantically interpretablatfee, nor is it an uninterpretable feature in
the sense familiar from syntactic theory. Rather, it is auli@ with effects that are seen in the PF
derivation, where it determines the spell-out of the themeel.

| assume with Oltra-Massuet (1999) that the theme vowelsealezations of a TH position that
is added ta:®

(13) Input (14) TH Added
v v
/\
AuD,, v v TH
AuD, v

When the object in (14) is linearized prior to VI, the TH nodeldhe Root are concatenated,
after the (null)v is Pruned. The TH node is in the context of an element with ¢la¢ufe [IV], and
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is spelled out with the following vF
(15) TH« -1-[IV]™__

The cases in which locality considerations play a role inttene system involve derivations
wherewv has an overt exponent. For example, the conjugation Ilig)tRap-i-0 ‘take, seize’, which
takes the short -i- Theme, appears in a “desiderative” foapese ‘take/seize eagerly’, where
the Root is suffixed with the desiderative exponerts This exponent can be treated as a spell-
out of a type ofv, v[des]. Notably, verbs with the exponerdss-is always inflected as a verb
of conjugation [lll]: 1scap-esss, 1pl cap-ess-i-musetc. This suggests that this exponent is itself
inherently specified for the class feature [lII]:

(16) esqy

When the Root/CapP appears with other types of whose exponent €7, the feature visible to the
TH node is a feature of the Root itself, as in (17). Howevas inot the case whemssappears
as the exponent af[des], as shown in (18):

(17) Lower Structure focapimus (18) Lower structure focapese
v v
v [TH,-i-] i [TH -i]
CAPy  [v,-D-]

CAPy;  [vldes],-esg ]

That is, the fact that the TH position attachedsteees the feature [lll] of the exponesmissin
(18) and not the [llI(i)] feature of/CAP is a matter of locality: the TH head sees the feature of the
terminal that it is concatenated with, which in (18) is thi] fleature of-esg,; and not the [l1I(i)]
of vV CAP,s; - This is a further illustration of linear intervention.

3.2 lllustrations IlI: Cyclicity and Domain Effects

The general principle (SO1) of cyclic spell out employedhie theory of Chapter 2 holds that a
cyclic head triggers spell out of cyclic domains in its coampent. One consequence of this theory
is the DOMAIN COROLLARY, repeated in (19):

(19) DomaIN CoOROLLARY: In the PF cycle of spell out triggered by the merge of cyckadh
x, x is not subjected to Vocabulary Insertion (and thus cannot undargophonological
processing). VI does not occurauntil the next cycle of spell out, when it is in tllemain
of another cyclic head.

Two important sets of empirical predictions stem from theMAIN COROLLARY. First, cyclic
x cannotFusewith outer, cyclicy. Second, cyclicc cannot be sensitive to outer, cycljdfor pur-
poses of Vocabulary Insertion; howevershow allomorphy determined by outer, non-cyclic heads
in its domain. These predictions are examined in turn in tflewing subsections.
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3.2.1 No Fusion in “Derivational” Morphology

It is assumed above that category-defining heads are cyidliese heads are typical derivational
morphemes, in the sense that they categorize what theyhdattiathe DoMAIN COROLLARY (19)
holds that cyclic heads are always subjected to VI in diffeoycles. In this way, the theory accounts
for an observation that has been made at various points lité¢reture to the effect that there are no
portmanteawor fusedaffixes in derivational morphology (e.g. Anderson 1992citing Perimutter
p.c.).8 While cases of fusion are widely attested in other domairggs, ease/number morphemes,
fusion of agreement and tense, and so on, the behavior ajagtdefining heads seems to be
strikingly different, and, importantly, this differencelliows from a theory with cyclic spell out.

An operation ofFusionin which two pieces are combined into one prior to Vocabulaser-
tion is argued for in Halle and Marantz 1993. The Fusion of phemes occurs when the basic
morphosyntactic structure involves two separate nadesdY . Under particular circumstances—
i.e., whenX andY contain particular features— these nodes can be Fusedriatolject. A Fusion
rule is schematized in (20), wheteand are features ok andY’:

(20) [x o[y B] — [x/v af]

Rules of this type must precede VI. The output of Fusion gi@lde piece, so that VI inserts only
one exponent.

In the C;-LIN theory (more generally, in any theory with (SO1)), thesance of fusion with
cyclic heads is a consequence of how spell out works. Tatiifites this, consider the structure in
(21), which consists of a Root and two category defining heaatsdy:

(21) Structure

x Yy
N
v/ROOT «

Whenz is merged syntactically, it triggers spell out of phasesdmiomain. In the cycle of spell-out
that is triggered whem is merged, the same principle causes spell out of the phaskshand
attendant material in the domain gf Thus, whenz undergoes VI in this cycley is not present.
Only later, in a cycle triggered by other (i.e. outer) matkiis the head, spelled out. Since must
undergo VI in a PF cycle in whicl is not present, the theory makes fusion of cyclic heads with
each other impossibl%.

3.2.2 Interactions with multiple cyclic heads

Another set of predictions of thé;-LIN theory is seen in structures that have more than onécycl
head in them: [[/RoOOT z] y]. Chapter 2 shows in detail how; but noty, could show allomorphy
conditioned by the Root, or material in the complement.ah this kind of configuration.

In the type of case just mentioned, the allomorphic seri$jtigoes in the “inwards” direc-
tion. As also discussed in Chapter 2, the theory makes fuptesglictions concerning “outwards”
sensitvity of heads. In particular, whilemay show allomorphy determined by in [[/ROOT z]

y], the reverse is not true: an inner cyclic head likenay not have its allomorphy conditioned by
an outer cyclic head. This prediction derives from the aggion that it is cyclic domains in the
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complement of cyclic heads that are spelled out. \WARPOT z] y], the elements that are spelled
out wheny is merged are in the cyclic domain headediypr the nodes attached to it (any edige
material that might be present). In this cycle, the heasl subjected to VI. Crucially, becaugds
not present in this cycle, the headcannot show outwards sensitive contextual allomorphy. to

It is possible to find cases that look like prima facie coustamples to this prediction. The
discussion in 3.2.2.1 looks at an example from Hindi in whictfcausative” morpheme appears
to show outwards sensitivity to another causative heade$d heads were both cyclic (i.e. both
v), this would be contrary to the predictions just reviewedwdver, it is shown that there is an
alternative analysis in which no outwards sensitivity iguieed.

While outwards sensitivity of a cyclic head to another aytiead is not possible, it is possi-
ble for a cyclic head: to have its allomorphy conditioned by an outer, non-cyckads that are
attached ta’s cyclic domain. This phenomenon is illustrated below i&.3.2 with reference to the
phenomenon ofuppletion

3.2.2.1 Hindi Causatives

Certain patterns of allomorphy in Hindi causative congtamns looks like a case in which an In-
ner cyclic head sees an Outer cyclic head for allomorphy.aimiqular, a head that shows Root-
determined allomorphy betweeaa and-@ in transitives invariably shows th@a allomorph in a
type of causative construction. If this head were a cycladhei.e.,v— then this would look like a
case in which a head has its allomorphy determined by an outer (“causativéiead. However,
it is argued below that the head showhag and-@ is not in fact cyclicv; it is a non-cyclic Voice
head.

The discussion of Hindi here draws on unpublished work bytBé&iad Embick (2003). The
head that shows the relevant allomorphic pattern is seeonie glifferent verbal structures. One is
a transitivity alternation of the causative/inchoativpeyIn Hindi, there are, from a morphological
point of view, two types of transitivity alternation, shown(22):

(22) Intransitive/Transitive Alternations

Intransitive  Transitive Gloss
a. batnaa baadnaa ‘be divided/divide’
chhil-naa chhiil-naa ‘be peeled/peel’
dhal-naa thaal-naa ‘shape/sculpt’
ghir-naa gher-naa ‘be surrounded/surround’
b. bach-naa bach-aa-naa ‘be saved/save’

chamak-naa chamk-aa-naa ‘shine’
chhip-naa chhip-aa-naa  ‘hide’
gal-naa gal-aa-naa ‘melt’

In the intransitives of both the (22a) and (22b) types, tlageano overt exponen?s.q In the tran-
sitive, the two classes are different: in the (22a) casesamsitive shows a head that is pronounced
-@, whereas in the (22b) cases, this head is pronourazd

An important question is what type of head shows-te-@ alternation. The analysis | present
takes it to be avoicehead associated with agentivity; see Kratzer 1994,199&Patidinnen 2002.
The voice head is a non-cyclic head that appears outsidesaf lead that verbalizes these Roots.
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The structure for transitives is thus as follows, where 8pA6] is the head that introduces agentive
semantics:

(23) Transitive Structure

\VoiceP
DP \oice
.
agent WP Voice[AG]
/\
VP v

/\

v RooT

Returning to the forms in (22), there are a number of verbaghef these classes, and mem-
bership in one or the other seems to be idiosyncratic, alfindere are some tendencies in terms
of the semantics of the Roots in each class. Part of the asalfySoice allomorphy must therefore
take into account this Root-specific contextual factor, ayihg the Voice[AG] head spelled out as
either-aa or -@ depending on the Root it is attached to.

An additional component of Voice allomorphy is seen in wlzat be called thandirect causative
This is a structure which, to a first approximation, is a typsemtential causative:

(24) zamiindaar-nédakaitd-se) makaan jal-vaa diy-aa.
landlord-Erg bandits-Instthouse.Mburn-CAUSGIVE-PERF.M

‘The landlord had the house burned (by the bandits).’

Syntactico-semantically, this kind of causative has a a@iiesv (with its own Voice head) that
takes a passive VoiceP as its complement. Morphologiciéyindirect causative shows theaa
component that is boldfaced in (24).

There is an interesting effect when it comes to the behaviea® and-@-class verbs in the
indirect causative, which is seen in comparison with the phological form of the transitives.
There is uniformly-vaain the indirect causative, neha-vag even for those verbs that takaa in
the transitive, i.e., the verbs in (25b):

(25) Forms ofvaa-Causatives

Intransitive  Transitive Ind. Caus.

a. batnaa baanaa batvaa-naa
chhil-naa chhiil-naa chhil-vaa-naa
dhal-naa thaal-naa _dal-vaa-naa
gir-naa ger-naa gir-vaa-naa

b. bach-naa bach-aa-naa bach-vaa-naa

chamak-naa chamk-aa-naa chémaa-naa
chhip-naa chhip-aa-naa  chhip-vaa-naa
gal-naa gal-aa-naa gal-vaa-naa
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The realization ofvaaacross the board is somewhat unexpected, in the sense ¢hlaintar
Voice[AG] head that is realized aaa with the transitive forms in (25b) does not appear when this
agentive is embedded under the causative structure. Thathe indirect causative is formed by
simply adding to the transitive@ahead (or & head and a Voice head) that is pronouneesh, then
we expect to findbach-aa-vaa-naaetc., but this never happens.

The alternation betweeiaaand-@ in transitives and indirect causatives highlights the tjaes
of “outwards sensitivity” raised at the beginning of thicten. This might appear to be a case
of outwards sensitivity of cyclic heads, such that head that is pronounceda in transitives is
pronounced@ when it is in the complement of anothehead. However, ifaarealizes a Voice[AG]
head in transitives, as suggested above with reference3jot{® interaction is not between two
cyclic heads. Rather, the fact that does not appear in Indirect causatives is a result of theefic
in these constructions being passive, not active. Thisymbgsad— Voice[AG]- licenses agentive
semantics but not an external argument (see Embick 200dgjadly, it has its own allomorph that
beats bothaa and-@.

Additional details of this analysis involve a closer lookthe -vaa that appears in indirect
causatives. According to the analysis outlined in Bhatt Bntbick 2003,-aa does not surface
in the (25b) cases because tvaa morpheme is actually two morphemes:va spell out of the
lower “passive” voice head, Voice[AG]along with the-aa- exponent seen elsewhere in the system
for the higher Voice[AG] of the Indirect Causative. This bsés is shown in (26)":1

(26) indirect causative

\VoiceP

DP \oice

/me] -ad]

\oiceP

/\

[Voice[AG]t,-V]
/\
/P v
/\
DP RooT

In the derivation of the indirect causative (26), a first @ydomain is created when the lower
is merged with the Root. This head has the passive Voice[AGherged with it. When the second
v is merged, it triggers spell out of cyclic domains in its cdempent. In this cycle of PF, the lower
v is realized with a null exponent, and the head Voice[AB]s-v inserted.

In the subsequent PF cycle in which the outand its Voice head undergo Vocabulary Insertion,
-@ is inserted ab, and-aa for Voice[AG]. The fact thataa is inserted invariably in this context
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follows from locality: there is no possibility for Root-a@tnined allomorphy at this head, because
the Root is cyclically inaccessible. Thus, the defaa#t appears.
With the following VIs, then, the distributions describdubae are accounted fdr2

(27) Spell out of Voice heads in Hindi

Voice[AG]T  —  -v-
Voice[AG] < -@- JLIST1™__ LIST1=Roots inthe Null class
\Voice[AG] +« -aa-

In short, there are two components to the analysis. Firstatialysis of causativization involves
two headsy and Voice; and the overt morphemes seen in Hindi are realiadf the latter. Second,
the Vocabulary Item withv beats those withaa and-@ in the indirect causative context, because
the head that is being spelled out is paséi@e.

3.2.2.2 Domain Effects in Stem Suppletion

The C;-LIN theory allows certain types of outwards sensitivityt ldisallows others. This aspect
of the theory is important in cases of “stem suppletion” & type often associated with extremely
common verbs likebe go, etc. Suppletion is, of course, highly irregular, and it isreover not
necessarily a uniform concept. Any systematic investigatif suppletion would have to address a
number of issues that are far beyond the scope of the preisemsdionl4 However, it appears that
in a core set of cases, a number strong predictions can be abadé the factors that could trigger
stem suppletion.

Many instances of suppletion are found with elements thaldgplausibly be the types of mor-
phemes that show contextual allomorphy. Canonical case#hose mentioned abovbe go, etc.—
arelight verbs members of the functional vocabulary. Marantz (1995) ahers have emphasized
that within a theory with some late insertion, restrictingpgletion to the functional vocabulary is
an important desideratuft® In this type of theory, suppletion is simply contextual atlarphy, but
with “free-standing” verbs etc. rather than with affixed pleemes. Thus, the fact that the element
being realized is a verb—i.e., a kind @f makes it more noticable than other types of allomorphy,
but the mechanisms for handling these effects, involvingmeting VIs, are the same whether the
object in question is an affix or a “stem”.

In the present context, it is of course expected that suppléh this sense, as the result of
contextual allomorphy, should be subject to the localityditions expressed in thé; -LIN theory.
One illustration of this point, which implicates theomAIN COROLLARY (19) as well, is seen with
the suppletion of the light-verfo, which is the spell out of a functional head that | abbrewisité
vg- The VIs that apply to this morpheme are given in (28), whemegially, the first makes reference
to Tense:

(28) vy < went/__T[past]
Vgo <= 9O

With respect to the DMAIN COROLLARY, the important point is that,,, a cyclic head, cannot
be spelled out phonologically in the cycle that it inducelisTis clear from the fact that if Vocab-
ulary Insertion applied tey, itself in the cycle determined by that head, thgnwould be spelled
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out before being merged with T, and suppletiorvafonditioned by T would be impossible. If, on
the other handy,, is not itself subjected to VI until a later cycle, this typepafttern can be handled
straightforwardly.

The general prediction of th€;-LIN theory is that a functional head can have its allomorphy
determined by linearly adjacent outer material up to the ngglic domain. The schema in (29)
illustrates this and some further points:

29) ..xz]1Wlyl]

A cyclic headzr showing suppletion could be sensitive to the presend® oHowever,z could
not be sensitive to phonological propertiesiBf on the assumption that Vocabulary Insertion pro-
ceeds from the inside-out. Beyomtd, x could show no sensitivity to outer cyclicat all; y is not
present wherr undergoes insertion. In well-studied cases of suppletiom first part of this pre-
diction appears to be correct. That is, the factors thatiiondstem-suppletion of light-verbs like
Englishgo or beare morphosyntactic: either Tense features, person/nufeatires, or a combina-
tion of Tense and person/number features, condition thenaltphy of these heads.

In more complicated cases, some additional questions. &isexample, according to the for-
mulation of Chapter 2, the Pruning rule that eliminates sodéh -@ exponents follows VI. For
VI at a light verbw in a syntactic structure {[ Tense] AGR], it should therefore be expected that
could supplete only on the basis of T's features, and noetbd#HGR.

Some questions along these lines can be seen in the beh&ldatimmessebe’. In the present
indicative— the first column in (30a), there is an alternati@tweeres-andsu- depending on the
person and number of the subject. In other tenses, supplefi@esseis not affected by person
and number features. In the past and future tenses (30hecktémes- (with the /s/ Rhotacized
intervocalically to yield surface /r/) appears; and in tegfect tenses (30)d-f), the stentis:

(30) Indicative:esse

a. b. C. d. e. f.

Present Imperfect Fut. Perf. Pluperfect  Fut. Perfect
1s su-m er-a-m er-o fu-1 fu-e-ra-m fu-e-r-o
2s es er-a-s er-i-s fu-ist1 fu-e-ras fu-e-ri-s
3s es-t er-a-t er-i-t fu-i-t fu-e-ra-t fu-e-ri-t
1p su-mus er-a-mus  er-i-mus fu-i-mus fu-e-ra-mus fuvess
2p es-tis er- a-tis er-i-tis fu-istis fu-e-ra-tis  fu-ts
3p su-nt er-a-nt er-unt fu-e-r-unt fu-e-ra-nt fu-e-ri-nt

Some aspects of (30) are straightforward. As discussed.ial®ve, the perfect tenses in Latin
contain a head Asp[perf] betweenand Tense. Clearly, then, tlie- allomorph is inserted in the
context of this perfect head. Moreoever, it appears thagshstem is the default:

(31) v, < fu/l__"Asp[perf]

Vpe <> €S

This leaves theu-forms, which appear to be conditioned by person and numbguries. The
guestion is as follows: if the structure of these forms ig.[fense] AGR], and Tense cannot be
Pruned until it undergoes VI, how coulg, be sensitive to person/number features?

There are two kinds of answer that can be given to this quesbme possibility is outlined at
the end of Chapter 2. It was noted there that in a theory witlREG, person and number features
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of the subject are present on the Tense node. It could be $fee tteen, that what,. is sensitive to
are valuedp-features on T, and not features on the AGR node per se. Ipdhigular case, the spell
out of v, would have to be made sensitive to certaifeatures, and moreover, only on present tense
T[pres]. The restriction to this particular head is forcedle fact that the past and future tenses do
not show any variation driven by person and humberiis shape (30Db,c).

A variant of the solution just discussed is thatand T[pres] are Fused when T[pres] has certain
¢-feature values (.e. in those cases where the stamnisThen the Vocabulary Items fat, would
be as follows:

(32) [vpe T] < sU
[vee] < TU/__ " Asp[perf]
[Ube] — €S

If the Fusion rule combines,, only with T[pres] with 1s, 1p, and 3p features, thenis inserted
into the correct environments by the first VI in (32). Overtdbugh, this type of account deals with
person/number-driven suppletion without ordering profdeelating to Pruniné.6

A second type of analysis is based on the general idea ths¢mtrendicative tense (T[pres])
plays no role in Latin morphology. As discussed in Embick &tadle (in prep.), this might be the
result of a general “radical” Pruning rule that takes plaadyen PF derivations involving T[pres],
eliminating this node from the representation. Accordiaghis accounty,. would be adjacent
to AGR in the present indicative, and tBa- allomorph would be sensitive to the person number
features on the AGR node.

Determining the viability of these different options in easf Latin esseand other examples
along these lines raises a number of important questioriscthéd be addressed in a more sus-
tained study of suppletion. For present purposes, the i@pbpoint is that theC;-LIN theory
narrows down considerably the kinds of information thatarailable for outwards-sensitive allo-
morphy. While there are many cases in which suppletion iglitiomed by outer morphemes (and
perhaps their features), there are no cases in which theofdgynof outer morphemes, or the output
phonology of a particular form, plays a role in conditionisigppletion. This behavior is expected
on a Localist theory like that presented here, which resttite number of factors that could play
a role in allomorphy. Some important consequences of tleiw @re examined in greater detail in
Chapter 6, where further aspects of suppletion are comsldeith reference to the predictions of
Globalist theories.

3.2.3 French Prepositions and Determiners: A Question abdiCyclic Heads
On the general theme of how different types of heads intesdttt each other, one question for
a cyclic theory is how category-defining cyclic heads likev, etc., relate to other domains that
are hypothesized to be cyclic on syntactic grounds, suchPaar@ DP. That is, if spell out targets
phases headed by category-defining heads, does it alsté BRigeand PPs? The general set of
guestions that is at play here can be seen in the interacfi®repositions and Determiners in
French, where different assumptions about which headsedsfiell out domains force different
types of analyse%.7

As discussed in Embick 2007b, two PF processes in Frencraaitn a way that appears to
implicate cyclic spell out. The first process is seen withdsiar) definite articles, which exhibit a
close phonological union with following vowel-initial eteents:
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(833) a. lechat ‘the cat’ (masc)
la mére ‘the mother (fem)

b. larbre ‘the tree’ (masc); *le arbre
I'abeille ‘the bee’ (fem); *la abeille

| refer to this asArticle Cliticization, even though it might be more general; it operates under
linear adjacency and is sensitive to the phonology of thgetaArticle Cliticization is a rule of
Local Dislocation which adjoins definite D to vowel-initial elements whenyttege concatenated
(cf. (35a) below).

The second process is one that creates what are sometineeedefo as “fused” preposi-
tions/determiners. Such forms are found with the prepositd and de and the masculine and
plural definite articles:

(34) Examples of Prepositions and Determiners

“Fused”  Separate Gloss
(Fem.) * de la mere ‘of the mother’
* ala mere ‘to the mother’
aux meres *ales meres ‘to the mothers’
(Masc) duchat *de le chat  ‘of the cat’
au chat *ale chat ‘to the cat’

aux chats *aleschats ‘tothe cats’

The use of the term “fused” here is descriptive, and not teehnThe analysis of this effect
could posit either one or two Vocabulary Itemddiey only in the former case would there Beasion
in the technical sense. These matters are clarified below.

Based on the patterns in (34), there must be a rulBreposition-Determiner Affixatiothat
affixes certain Prepositions to masculine and plural defiddéterminers.

The two rules discussed above are stated in (35), in a fotionlthat treats each as an instance
of Local Dislocation'8

(35) PF Rules: French

a. Article Cliticization:

D[def]|™X — [D[def][X]], X vowel-initial.
b. P-D Affixation:

P+~ D[def]* — [PT[D"]]

where™ is a diacritic for the particular terminals that are subjedhis process.

The interaction of these two rules is seen in cases in whitterenf these processes could
apply: i.e., with masculine nouns that are vowel-initialekamples of this typeirticle Cliticization
applies, andP-D Affixationthus does not apply:

(36) a. delarbre
b. *du arbre
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As discussed in Embick 2007b, the fact tiaticle Cliticizationis found appears to be natural
in a cyclic theory: specifically, the correct results woukdderived if the DP is spelled out prior to
the cycle in which P and D are processed together.

Implementing a cyclic analysis in detail implicates the sfigns posed at the beginning of this
section, concerning which nodes constitute cyclic domalesbegin with, the first stage in the
analysis is a structure in which D is merged with tife:

(837) Stagel

vRoOT n

In determining how this DP is spelled out, the status of P g&kcaor not cyclic node is critical,
possible analyses of the interaction rules in (35) diffggedeling on whether or not P is present in
the same PF cycle in which D undergoes VI.

Before addressing further the status of P, the specificswfdifferent types of DPs are spelled
out must be presented. These are as follows. When a DP igdmmelt, PF computes linearization
statements that contain the information that D is concaé¢einaith the noun:

(38) D[, vVRoOTn]

At this point, one of two things can happen: either the rulduicle Cliticization applies, or it
does not, depending on the phonological properties of thamed.

With V-initial nouns, D is affixed to N by (35a). The output dfig rule is shown in (39a).
This structure is then linearized to produce (39b) (redwdt & is short-hand for M-Word internal
concatenation, and thatpicks out those P’s and D’s subject to the rule):

(39) PF: Cliticization

a. D'[, VARBRE®n] — [D [, VARBREDN]]
b. Dt*®vARBRE, VARBREDN

WhenAtrticle Cliticization does not occur, the PF representation for the DP is that givé3B)
above, which has D concatenated with the noun, but not affoxéd

The next step is to consider what happens when a DP is the eorept of a preposition.
Syntactially, the object in question is shown in (40):

(40) Stage 2
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/\
VvRooT n

For the question of how spell out of this object proceedggtlaee two scenarios to consider:

(41) a. Scenario 1:P is a cyclic node. Thus the DP is spelled out without refezetacP’s
presence.

b. Scenario 2:P is not a cyclic node. Thus the DP is spelled out in a cycle ichvR is
also present

Assuming Scenario 1, D must be spelled out in a way that shovggnsitivity to P. This means
that in the case of e.g. a masculine singular noun, the expéais inserted at D. Thus, there is no
possibility of positing a VI for the prepositional enviroemt with a “reduced” exponent, like or
-u, and having this bedé when necessary. Relatedly, it would be impossible to fusedRaprior
to Vocabulary Insertion, and have edyirealize a single node. Instead, the morphophonology must,
evidently, be capable of derivirdu from deandle.

Assuming Scenario 2, P is not a cyclic node. This might weaestain syntactic predictions,
but it does not complicate the morphophonology as much asafioel does. The most important
aspect of Scenario 2 for these purposes is that VI at D coulthdie sensitive to the presence of
P. Thus, for example, a PF rule could adjoin P and D so thatadheyn the same complex head,
and then specific “head internal” allomorphs of D would besitexd in this particular environment.
There are several different ways of doing this, dependingan much burden is put on the Vocab-
ulary versus the morphophonology. For example, one pdisgiwiould be to simply have “vocalic”
allomorphs of D inserted in a complex head with P:

(42) DI[def,masc}- e/Pra&__
D[def,masc) le

In this way, the more specific “head internal” allomorgtwins out over the less fully specified
ones. After the insertion al(e) anda for the P position, the (morpho)phonology must operate to
produce the effects in (43):

(43) d(e)-e— du
d(e)-e-s— des
a-e— au (/of)
a-e-s— aux (/oz/)

The first of these processes is clearly “unnatural” (as opgds the others), but there is really
little to say about it except that it must be stated somewhetee grammar. If it is not the result
of a Readjustment Rule, as it would be on the account justis&di it would be possible to form
an analysis with anu allomorph of D[def,masc], and have this beat the other adiquins in the
relevant environments:
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(44) D[def,masc}- u/Pt®
D[def,mascl- le

While either one of the analyses just sketched might be simplorphophonologically than
what falls out of Scnerio 1, treating P as non-cyclic hasastit consquences that must be consid-
ered.

There are some additional possibilities that are worthaxm in this type of case. For example,
one that avoids some of the difficulties mentioned in the veotild be to say that “prepositions”
have an internally complex structure (see, for examplen&wieis 2008). If this were the case, then
it could be argued thade etc. is the spell out of non-cyclic hedel between a cyclip head and
the DP, in which case th2 and D would be spelled out in the same cycle. Such an analysitw
allow a simple morphophonological analysis along the lioEScenario 2, while maintaining the
idea that prepositional phrases in the broad sense are ciaiiains, as in Scenario 1.

The cyclicity of derivations plays an important role in aflthe analyses outlined above. An
important empirical question for future work is whetherrthare other reasons for assuming P to be
cyclic or not. If e.g. both P and D are cyclic, then it is preéitthat there should never be fusion of
P and D in the technical sense. Given that P/D interactiomsiar uncommon cross-linguistically,
this suggests an interesting avenue for further invesigat

3.3 Case Studies: Inner/Outer Affixation

In Chapter 2, patterns of allomorphy in two types of Englighmimals were used to illustrate a
number of basic points about the behavior of cyclic headdhdhpreliminary discussion, the central
pattern was the contrast between “special” or “derived matsl’, with a number of different
allomorphs laugh-ter marri-age etc.), versus gerunds, whereis realized asing (laugh-ing
marry-ing, etc.). The way in which Outer cyclic heads are insensitivRdots is an important facet
of the theory. As discussed in detail in Chapter 2, there iasachasymmetry in allomorphy that is
illustrated in structures like (45):

(45) ..~/RooT]z]Wlyl~Z

The (cyclic) head: and attachediV can show allomorphy determined by elements in the com-
plement ofx, buty and Z cannot. These effects follow from tt&,-LIN theory, in a way that is
summarized in the BTIVITY COROLLARY:

(46) AcCTIVITY COROLLARY: In [[vROOT z] y], wherez andy are both cyclic, material in the
complement of: is notactivein the PF cycle in whichy is spelled out.

The empirical patterns studied in Chapter 2 concern casshith a head like: takes different
affixes in the Root-attached versus Outer domains. Anothestopn that arises when the same type
of cyclic head attaches in both Inner and Outer domains eoaddentity in form. In some cases,
identical exponents for e.g. are inserted in both Inner and Outer environments. For elartie
exponenting occurs across the board in English gerunds; but at the samettiere is also ating
that appears in the Inner domain, for nouns fikeing, lin-ing etc. on their non-gerund interpreta-
tions. In cases of this type, there are questions about hewdhbabulary represents this identity in
form (cf. also Embick (1996) on a related pattern in the Attsaian language Hupa). These points
are illustrated in a look at Japanese causative$3ifi.1, and in a more detailed examination of
English nominals ir§3.3.2.
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3.3.1 Preliminary Predictions: Japanese Causatives

The idea that the same exponent can be inserted in both ImadeOater heads was touched on
earlier in this chapter, in the discussion of Hindi causstiRecall that while the Voice[AG] heads
in Hindi show Root-determined allomorphy in transitivéee same Voice[AG] head shows only the
default-aain the Outer domain, with causatives. That is, there is notfetermined allomorphy;
this is what the £TIvIiTY COROLLARY predicts.

Another illustration of cross-domain identity in form, owith very similar properties, is found
in the behavior of causatives in Japanese, which have badiedtin a large literature that is re-
viewed in Harley 2005. The points to be made here with refarda allomorphy relate directly to
work by Miyagawa (1994) and references cited there.

Verbs that appear in transitivity alternations in Japarséssv different patterns of morphologi-
cal marking in the intransitive and transitive alternaetsafmples selected from Harley 2005, in turn
from Jacobsen 1992):

(47) Sample Patterns

Affixes Intransitive Transitive Gloss

-e/-@ hag-e-ru hag-@-u ‘peel off’

-@l-e ak-g-u ak-e-ru ‘open’

-ar/-e ag-ar-u ag-e-ru ‘rise’

-ar/-@  hasam-ar-u  hasam-@-u ‘catch between’

Each of the verbs in (47) stands in for sets of different sizatalternate in this way. Moreover,
there are many classes in addition to those illustratedegtmut they all show the same basic point:
in intransitives and transitives, the allomorphy of thisthés Root-determined. For concreteness, |
take the exponents seen in (47) to be spell outs(eée also Pylkkanen (2002); for what is presented
below, it would be possible to treat these exponents asitiations of Voice as well).

The patterns in (47) connect with an important pair of obsons that are discussed in Miya-
gawa 1994 and related work. In syntactic causatives— a@satives in which a takes some sort
of verbal complement, the causativdead is always realized asase In addition to this, however,
there are somesaseaffixed forms that have the properties of “lexical” causegivThis latter type
of -saseform has a head in the Inner domain, where it is Root-attached.

Miyagawa'’s observation is thagasels possible as a lexical causative for some Root only when
there is no “special” affix of the type illustrated in (47) fibrat Root. In other wordssaseis the
default (agentive) head; it is (i) often blocked in the Root-attached domainergta more specific
VI applies, as in (47); and (ii) invariably found in the Outiymain.

The fact thatsaseis found in Inner and Outer domains is accounted for by pugii VI which
is the overall default for the causative

(48) v < -sase

This VI applies in the Root-attached domain when there is aerapecific VI with a contextual
condition that beats it. In the Outer domain, it appearss&tbe board because (i) Roots are not
visible for Outerv heads, and (i) there is no VI that is specified to occur in toistext, i.e., one
that is specific to causatives.

According to this analysis;saseappears in both Inner and Outer domains, because the VI
with this exponent is a default. In this way, the Japanestemais quite similar to what is found
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in Hindi. Beyond this type of pattern, where the default ssdn both Inner and Outer domains,
identical exponents are also found with non-defaults; a oathis type is examined in the following
subsection.

3.3.2 Nominal affixes: The Outer Cycle

In the discussion of English nominalizations above, Rdtatetiedn with its many allomorphs is
contrasted with Outet in gerunds, where theng allomorph occurs without exception. While it is
true that all nominalizations with the syntax of a gerundvshiog, it is not the case thaing is the
only exponent that is found for in the Outer cycle. Examples like those in (49) show an outer
outside of a Root verbalized hyas shown in (50). The presence of the overt exporizasignals
verbalization; the: in these cases is realized-asion, not-ing:

(49) Outer-ation (50) colorization
Root Verb Nominalization n
\/COLOR color-ize color-iz-ation
VITEM  item-ize  item-iz-ation

: o v n,-ation
VLEGAL legal-ize legal-iz-ation /\ [ ]
V/VAPOR vapor-ize vapor-iz-ation JCOLOR  [v.ize]

Unlike what is seen in the case of Japanasese there is more than one exponent that appears
in the Outer domain: botkation and-ing appear there.

There are two factors to consider in the analysis of thisceff€he first is that the forms like
color-iz-ationdo not have the syntax of gerunds. This can be seen in thenfatagérunds withing
can be formed owolor-ize and they are different syntactically from tketion forms: e.g., gerund
John’s colorizing the moviesversus non-gerundohn’s colorization of the moviesQne way of
thinking of this is that the (49) cases have an intransitiveE®’head, whereas gerunds possessd
the agentive head Voice[AG].

As an abbreviation for these analyses, | will represent-ibhetype cases-Z-nominalsfor
convenience— with a headf, which stands for (and the Voice head) found with this type of
nominalization; then head attaches outside of these heads. In gerunds, #tches outside of
what | abbreviate as?: av head and the (transitive) Voice[AG] head:

(51) a. Z-nominal: [[vVROOTv*] n ]
b. Gerund: [[[ VROOTv9] n]

The second factor in the analysis is the one that accountthéoappearance ohtion in the
structure in (51a). This can be treated as a case of poientiaf the type found with e.gableand
-ity; recall 2.2.3 in Chapter 2. In the example employed therjdba was that the head that is
pronouncedableis on the list of objects that condition insertion-af/, making the latter affix fully
productive after the former. The VI with thagy exponent appears both in the Root-attached domain
with atroc-ity, curios-ity, etc., and in the Outer domain, after egble and-al:

(52) n < -itylX__
X = Roots (/ATROC, v/CURIOUS...); [a, -able], [z, -al]
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The allomorphy ofn in Z-nominals can be treated in the same way; the Vocabulamjatns a
VI that has-ation as an exponent, and one of the contextual elements thatragpdhis VI is the
headv?:

(53) n « -ation/LIST™__
LIST = {Roots, .v*...}

That is, in addition to whatever Roots condition insertidn-@)tion into Root-attachech, this
exponent is also inserted intothat is attached to the®* pronouncedize Whenn occurs in the
outer cycle outside af?, this VI wins over the one with theng exponent that is seen with gerunds.

To this point, three types of formation with have been considered: special nominalizations,
with Root-attachech; Z-nominals, withn outside ofv*; and gerunds, where appears outside of
the structure abbreviated witH.

Taking this part of the English nominal system as a wholepjitears that many VlIs apply only
in the Root-attached domain, as might be expected in a ttefahe type presented in Chapter 2.
There are also some exponents that appear in both Inner aied @umains; e.g-ation, and-ity,
as well asing. The last of these is the realization of Root attachad cases likdin-ing, fill-ing,
hold-ing (as inJohn’s holdings are extensivand so on.

The appearance eing in the Inner and Outer domains can be treated as another tpsten-
tiation. The VI with the-ing exponent includes on a list that contains a set of Rootspénd

(54) Nominalizations

n <« -all LIST1™
n <« -age/ LISTZ __
n <« -tion/ LIST3™__
n < -ing/ LIST4™__
nooed :

n < -@f vRooT™

LIST4={+/LINE, VFILL, ...,09...}

Treating-ing along the lines ofity might be motivated along other lines as well. It is not the
case thatity is a default in the outer domain; rather, as is well-knowessappears to be the default
for n when it attaches outside af Both-ing and-nessare thus “defaults” ofi in some sense. What
distinguishes them is the morpheme to whichshetachesa in the case ofness ¥ in the case of
-ing.19 In some sense, the relationship betwesessand-ing— coupled with the way in whicking
appears in the inner domain— precludes a simple treatmevtith -ing is the global default for.
Further research is required to see if there are altermsaitivevhich the default status eihg can be
maintained.

In sum, there are two types of cases in which the same expoaariie inserted into Inner and
Outer heads. In one type, seen above in Japanese causdivegponent in question is a default.
In the second type, illustrated with English nominalizatipthe exponents that appear in the Outer
domain could be treated as potentiated by inner functioaatls, although other options could be
explored as well.
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3.4 Morphology and Phonology

Having presented in the preceding sections a number ofqtieas of theC;-LIN theory for al-
lomorphy, | turn now to questions that center on morpholplgghology interactions. While the
theory of morphology developed in this part of the book doatsnecessarily force the details of a
phonological theory, some phonological theories fit mudkebevith it than others, as discussed in
Chapter 1. In particular, to the extent that there is no exddefor competition among multiple de-
rived objects in syntax and morphology, the most naturalmagsion would be that the phonological
component also functions without competition among migdtgmmplex objects.

This section focusses on three aspects of the interfaceebatmorphology and phonology.
Section 3.4.1 looks at the statusRdadjustment Rulesiorphophonological rules that are triggered
by particular features, such as the rule that chamgesakto brokein the context of the past tense
head. It is argued that, all other things being equal, sulgds rshould show cyclic locality effects
of the type defined by th€:-LIN theory. At the same time, these morphophonologicasuhight
not obey the linear constraint on allomorphy that is seeroiceYulary Insertion.

In 3.4.2, | examine some aspects of Phonologically ComiitibAllomorphy from the perspec-
tive of theC;-LIN theory. The basic point is that VI may be sensitive to pfw@nological properties
of inner nodes, i.e., those that have undergone VI. Addiliguestions concern whethderived
phonological properties could be visible to VI.

Finally, 3.4.3 looks at a case in which it appears that theglircondition on contextual allomor-
phy is violated: a morpheme in the language Palauan thas laskhough it shows Root-determined
allomorphy, even though another morpheme intervenes leetiteand the Root. It is argued that
this case shows a phonological process that masks a ralaifothat is local in the morphology,
when VI occurs. The analysis of this effect requires a théomwhich the representations employed
for VI are not those that are seen in the surface phonology.

3.4.1 Competition for Insertion versus Morphophonology

Distributed Morphology implements a difference betwedn‘giece-based” affixation, in which
nodes in a syntactic structure are realized via VI, andR&adjustment Rulesvhich are mor-
phosyntactically triggered phonological rules that clatige phonology of Roots (and exponents
of functional heads as well). The latter type of rule has kekmed to at various points in the dis-
cussion above. The effects of such rules can be seen in thatitar of the past tense of the Root
V' SING, i.e.,sang Prior to VI, the structure is (55), where the Root is comtdingth v and T[past]:

(55) Structure fosang
T

v T[past]

/\
VvVSING v

The VI process inserts # affix for v, which is then Pruned in the way described in the pre-
ceding chapter. VI at T[past] can see the Root, gf8ING is on the list for the VI that inserts 0
exponent for T[past], so tha@ is inserted into this node. In addition to thigSING is on the list
for a Readjustment Rulhat is triggered in the context of T[past] (see Halle and Btwn 1985).
This rule has the effect of changing the vowel of the Rootdyig sang
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Competition for insertion and Readjustment are distindinia ways.20 First, a single VI has
a coherent distribution, which means that a VI cannot cangaidisjunctive” list of features that
are not compatible with one another. A single Readjustmeré,Fon the other hand, can bae
rule at the level of what it does phonologically, but be triggened range of environments that
do not necessarily have anything in common with one anothermanUmlauthas this property,
as discussed in Embick and Halle (2005), following Lieb&d8@). Of course, it is possible for a
Readjustment Rule to apply in a coherent environment, hsitismot a defining property of such
rules.

A second difference is that contextual allomorphy is sulifethe considerations of locality out-
lined in Chapter 2. Readjustment Rules— and, more gengpaignological rules— are not subject to
the samdinear adjacencyLIN) condition that restricts allomorphic interaction&hat exactly this
means remains to be explored in all its details, but thereapio be cases in which a Readjustment
Rule “skips” intervening, overt morphemes. Carstairs-Mt@y (1992) provides an illustration of
this point from Zulu, where the passive morphemetriggers palatalization of labials in the verb
stem (56a); this rule applies even when a morpheme like tigeisis intervenes between the passive
and the root (56b):

(56) Zulu palatalization of labials (Carstairs-McCartH392:70)

Active Passive

a. bamb-a ‘catch’ banj-wa ‘be caught’
boph-a ‘tie’ bosh-wa ‘be tied’

b. bamb-is-a ‘cause to catch’ banj-is-wa ‘be caused to tatch
boph-is-a ‘cause to tie’ bosh-is-wa ‘be caused to tie’

Palatalization of this type is a Readjustment Rule trigddngthe passive morpheme. Its effects are
manifested across intervening morphemes, unlike whateis aéth contextual allomorphy, whose
effects are limited to concatenated pieces.

In the examples in (56) the passive morpheme that triggdeggtization is able to skip the
intervening causative morpheme. However, while this ral@ iReadjustment Rule, in that it is
triggered by the passive head, the rule does not make refetenhe identity of specific undergoers:
it is not Root- or morpheme-specific.

In other cases, it appears that a Readjustment Rule trigidpgra particular morpheme only ap-
plies to specific elements. One example of this type is foartié behavior of the Classical Greek
aorist morpheme, an Aspectual headAs seen in the first column of forms (57a), the exponent
of the aorist morpheme, which appears penultimate in thelwersg the only exception to this
is the 3s form, which showsse In the aorist optative active in the second column (578,abta-
tive has the exponent after the aorist morpheme; the optative morpheme is follbbyean AGR
node. It can be seen in (57b) thak appears for the aorist in only a subset of the person/number
combinations; in the 2s, 3s, and 3p, theresisinstead ofsa (forms from Smyth 1920):

(57) Aorist Forms

72



a. b. C.
P/N Indicative  Optative Optative Middle

1s é-l'u-sa Uksa-i-mi lu-sa-i-men
2s é-lu-sa-s Ulsei-as [t-sa-i-o
3s é-lu-se Uksei-e [G-sa-i-to

2d  e-B-sa-ton  @i-sa-i-ton  @-sa-i-ston
3d e-lu-sa-ten lu-sa-i-ten  lu-shémst
1p  e-Bi-sa-men d-sa-i-men |u-sa-i-nfet
2p e-fi-sate  @-saite  ti-sa-i-sfe

3p é-lu-sa-n Ursei-an [G-sa-i-nto

There is no reason to expedke for -sain any of these cases as part of the phonology. Rather, it
appears thatseappears as the result of a Readjustment Rule that chaggesen certain AGR
nodes are present. The rule is highly specific to the 2s, 8s3jaorist optatives; even more specific
is the fact that it only applies in actives, and not in middesshown in the third column of (57c¢).

From the perspective of locality, this Readjustment Rulgiap in configurations in which the
triggering morpheme, the AGR head, is not adjacent to thstanorpheme. In the aorist indicative,
AGR and the aorist head are adjacent, but this is not the oabe iforms of the aorist optative in
(57b): the optativei intervenes. Thus, the rule that readjusta has to see elements that are not
adjacent tosa

Some alternatives to the Readjustment Rule analysis asghpemsFor instance, reducing the
-seversus-saeffect to VI is conceivable, but not entirely promising. Esample, the optative mor-
pheme could be spelled out by a special VI whose exponentingsigry segment in the relevant
contexts,-?i, which beatsi and causes thea/sealternation phonologically. The hypothesized /?/
component would trigger thesa/-sealternation locally. However, there seems to be little tonga
from this maneuver, in the sense that there are no othetgfiéthe putative? component.

Another possibility is to putsein competition with defaultsa as the exponent of the aorist
head. In the Optative forms, the Aorist head would not becaljato the AGR node, so the only
way to condition thesa/-sealternation would be to make thsesensitive tap-features on T placed
by AGREE. It is difficult to see how this could account for thaive/middle contrast, however.

It appears that the most straightforward analysis of tHecethangessato -sevia a Readjust-
ment Rule, along the lines discussed above.

While Readjustment Rules do not appear to respect the lio@adition that is found with
contextual allomorphy, it is possible that Root-specifi@&astment Rules are subject to phase-
determined conditions cactivity, in the same way that contextual allomorphy is. These otigtnis
apply to those Readjustment Rules that have to make refetertbe identity of a specific Root or
morpheme in order to apply, such as the the ReadjustmenttRatlereatesinghas to see/SING
in the structure [{/SING v] T[past]]. This type of rule has to see the identity of the Riomrder to
apply; it is not triggered by the phonological matrix alom&is property is similar to what is found
with grammatically conditioned allomorphy, where part&tuRoots or morphemes are visible for
contextual allomorphy. The expectation of theory of Chagtés that the “activity” of elements
should be the same, whether for contextual allomorphy oREadjustment Rules; that is:

(58) READJUSTMENTACTIVITY HYPOTHESIS A Readjustment Rule triggered by morpheme
X can effect a Root- or morpheme-specific change only wkiesend the Root/functional
head are in the same PF cycle.
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According to this hypothesis, the cyclic conditions on wad@eadjustment Rule could target
are subject td€; locality. Thus, non-cyclic heads outside of the first cytigad could trigger Root-
specific Readjustment Rules, but outer cyclic heads couldand so on.

3.4.2 Sensitivity to Phonology

The first chapter of this book contains some initial illustmas of phonologically conditioned al-
lomorphy (PCA). This is a type of suppletive allomorphy iniefhthe factor that determines the
choice of allomorphs is not a particular morpheme in therenvihent of the node being spelled out,
but is instead some aspect of the local phonological reptatien. The passive morpheme in the
language Seri, for example, has the forms in (59):

(59) Seripassive

Allomorph  Env. Example Gloss
-p- IV -p-esi ‘be defeated’
-a.r- elsewhere -&:-kasSni ‘be bitten’

Whereas allomorphy in e.g. the English past tense makesenefe to the identity of specific
Roots, allomorphy of this passive morpheme [pass] makeseefe only to a phonological prop-
erty: whether the object next to [pass] begins with a vowel oconsonant.

In terms of the theory of Chapter 2, this kind of allomorphysigject toC;-LIN locality. In
the case of (59), this means that there must be Vls in whicltdhéextual condition refers to the
phonology of the linearly adjacent element:

(60) VIs

[pass]« -p-/__"V-
[pass]«+ -al-

In this particular case, it is segmental material that igles In cases in which the suppletive
allomorphy is determined by metrical structure, then tha f&tructure of the object next to the
morpheme undergoing VI is visible (more precisely, perhadsot boundary is visible%.2

In the way just described, the theory allows VI to see phagiokld representations. In the Seri
example, the phonological property that conditions allgshg is a property of the underlying rep-
resentation of the Root. However, Vocabulary Insertioridouprinciple make reference to derived
phonological structure as well. The details of this typentdiiaction depend on specific claims about
when phonological cycles occur with respect to VI. Thatheré are different possible models of
when “inner” material is processed phonologically in tharse of cyclic (inside out) VI. Questions
of this type are familiar in phonological theory. An importaguestion that arose followinghe
Sound Pattern of Englists the extent to which there iIsiteractionismbetween morphology and
phonology. A strong form of Interactionism considered iffedient versions of Lexical Phonology
and Morphology (see Hargus 1993 and Odden 1993) holds thathmlogical cycles can see the
output of earlier phonological cycles. Not only can morgigital processes be sensitive to phono-
logical properties, but they may also detdetivedphonological properties, as long as these occur
in an earlier stratum (see Hargus 1993 for illustration).

While phase-cyclic derivation may force certain positiomsphonological interaction—e.g., by
specifying where spell out occurs— there are many aspediseohterface between morphology
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and phonology that could be implemented in different wags #ne all compatible with the theory
of Chapter 2. Take, for example, in a structure that consites Root, a cyclic head, and non-
cyclic affixes Y and Z, [[RooT x ] Y] Z]. Aside from phonological cycles triggered by cyclic
spell out, it is perhaps also the case that individual exptnigger a cycle of phonological rule
application (this is one take on part of Halle and Vergnayii®37) analysis of “Level 1" versus
“Level 2" affixes in English). To the extent that cycles of platogy are followed by VI, the theory
then allows “interactionism”, in which VI at outer nodesrigarinciple capable of being conditioned
by thederivedphonology of inner pieces.

For the purposes of this book, the most important point iswHale morphology (VI in partic-
ular) and phonology might be interleaved, they are distaystems, so that output or subsequent
phonology cannot drive VI. This point is discussed in datafPart Il below.

While the exact set of phonological details implicated ia @iscussion immediately above can-
not be explored here, an important point about PCA is thatradrphic sensitivity to phonological
representations is not bound in the same way that allomormpdmsitivity to a particular Root or
morpheme is. The phonological representations of elenteatsare derivationally “closed off” by
the ACTIVITY COROLLARY are visible for later stages of derivation. When a Root or iqadar
functional head is active, this means that it is visiglea Root or as a functional head of that par-
ticular type. This means that for either morphophonoldgireasemantic purposes, there could be
Root- or morpheme-specific interactions during the dedwal window in which these elements
are active.

In later stages when these elements are closed off by tmeviry COROLLARY, these ele-
ments cannot be seen as Roots or as particular functionds hdawever, these elements possess a
phonological matrix, and this representation may be \ésiblsubsequent operations. For example,
it is in principle possible for phonologically conditionaflomorphy at Outer nodes to make refer-
ence to a phonological matrix associated with a Root. A réithis type could not, however, target
certain Roots to the exclusion of others; it would have tdypmany phonological representation
meeting the structural description of the rule.

Relatedly, elements that ameactive due to the cyclic structure nevertheless must enter new
statements of linearization. When, for instance, a DP iggptkinto a larger syntactic structure as
e.g. a subject, the rightmost element of that DP must ulgigdie linearized with respect to ele-
ments that are outside of the DP cyclic domain. In other waedsn though that particular element
is inactive it still has to enter some new PF relations that accountforder of element&3 What
this means is that, in some sense, PF cyclic derivation ¢dyeoompletely “done” with elements
that areinactive

3.4.3 Anlllustration: Palauan Verb Marker Allomorphy
The Austronesian language Palauan provides an interestieg study for the interaction of lo-
cally conditioned allomorphy with a complex morphophomgyloAn apparent counterexample to
the adjacency-based view of allomorphy— a case where a romlsees a Root in spite of there
being anovertintervening morpheme-— turns out to be a case where the ptgynobscures what is
a local linear relationship when VI takes place. The casdysthus illustrates the basic point that
the generalizations about locality of allomorphic relai@re clear in a theory in which morphology
(VI) and phonology are separate systems.

The discussion here draws on Flora (1974) and Josephs (B39, Palauan has a morpheme
called a “Verb Marker” (VM) in the literature; it resemblesorphemes found in many other Aus-
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tronesian languages which relate to transitivity, voiepeat, and related notions. This morpheme,
whose basic form isw-, shows up as a prefix (and also as an infix) in many verb forme way
correlated with (i) verbhood, and (ii) (in)transitivityhis suggests a treatment of this morpheme as
av or a Voice head.

Some initial examples of the VM are presented in (61), whithws two cases: instances where
VM is realized asmo-, and a further set of cases where it surfaces-aghe latter set of cases are
all labial-initial Roots, and it appears that the VM undesgalissimilation in these cases:

(61) VM-Verb

Verb Gloss

a. nmo-rael ‘walk, travel’
mo-ngedub  ‘swim’
mo-la?0 ‘bathe’
me-tiuaiu  ‘sleep’

b. o-bkall ‘drive’
o-ball ‘clothe’
0-boes ‘shoot’
0-bes ‘forget’

The phonological dissimilation seen in (61b) is not, howge only source of surface /o/-realizations
of the VM. For a small class of verbs, this morpheme appeass, &en though the stem does not
begin with a labial:

(62) Exceptionab-verbs (Josephs: 148)

o-ker ‘ask’
o-klukl  ‘cough’
0-koad ‘fight’
0-sus ‘greet’
o-?oreur ‘laugh’
o-siik ‘look for’
0-kor ‘refuse’

o-kiu ‘go by way of’

In these cases, it appears that the Roots in question comdiité insertion of an underlyingr
allomorph of VM; there is no way to derive the phonologically. This means that the language
must have the following two Vocabulary Items:

(63) VM < o-/_~LIST
VM <~ mo-

When additional verb forms are taken into account, therehiatvappears to be a problem for
the adjacency-based theory of allomorphy, as instantiatéide first VI in (63). In the past tense,
an overt tense morpheme occurs in between the VM and the verb Root. Thus, using deetal
“Middle” verb forms to factor out some morphophonologicalmplications, we find patterns like
the following:
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(64) Pasttense ofio- Verbs

Present Past Gloss
mo-nga m-ilenga ‘eat’
Mmo-ngplebod  me-il-ongpletnd  ‘hit’
mo-lim m-il-lim ‘drink’
mo-lu?as m-il-lu?as ‘write’
mo-talok m-il-talok ‘patch’

The same effect is found with those verbs that show-gor the VM. In both types of o-verb—
those where /o/ is underlyinglys- (65a), and those in which there is arallomorph of VM (65b)—
this /o/ is found when thel- morpheme appears between the VM and the Root. | represesd the
cases with the sequenoeiI—Verb:24

(65) Examples

Present Past Gloss
a. o-bab? o-il-babk? ‘shoot’
0-bas? o-il-bas? ‘count’

o-bunt o-il-bunt ‘curl’
0-bes o-il-bes ‘forget’
0-mes o-ilames ‘see’

b. o-siik o-il-siik ‘look for’
o-ker o-il-oker ‘ask’
o-kiu 0-il-okiu ‘go by way of’

o-mutal  o-il-omu?al  ‘begin’
The surface order of the morphemes in these verbs is shové®)n (
(66) Surface Form: VM-TNS-Root

Crucially, the VM and the Root are not adjacent in the surface. If the linear part of the theory
advanced above is correct, then the surface form cannotebenid that is relevant for the locality
conditions on allomorphy. Rather, at the stage when VI agdiie VM must be concatenated with
the Root, so that it can have its allomorphy conditioned atingly.

Closer examination of the morphophonology reveals thattlseevidence for such a represen-
tation. The argument is that thié past tense morpheme is infixplonologicallyto whatever is on
its right. This infixation takes place after VI has taken plac

The structure that underlies the past tense verbs is awillewhere VM is av/\Voice head

structurally lower than T:

(67) Past Tense Verb

N

Tense P
VM  Root

77



In the concatenation statements derived from this stractime Root is adjacent to the VM,
i.e., VM™Root. This statement is present when VI occurs, and the Betet-mined allomorphs can
be inserted when necessary. Subsequent to the VI procesd, tiorpheme that realizes Tense is
infixed in the phonology to yield the surface representatithat are shown above:

(68) o-il-siik (ulsiik) ‘look for-PAST’
a. Structure: [ Tense [ VM/SIIK ]]
b. PF
i. Concatenation: TenseVM, VM ~+/SIIK
ii. Vocabulary Insertion: [Tense,-ilfVM, [VM,0-] ~ v/ SIIK
iii. Chaining: -il-o-v/ Sk
iv. Phon: o-il-v/SIIK
Evidence for this analysis comes in a few steps. First, it lmarshown that past tensg is
infixed into whatever element is on its right. Thus, it does originate between the VM and the
Root. Second, the infixation is phonological in nature: gssphonological entities (segments, etc.),
and not morphosyntactic ones like the Subword. This meatsttmust take place after VI occurs.
There are different types of examples that illustrate thatgbat-il is an infix. One set of cases
consists of verbs in the perfective aspect/tense. In thepash perfective, the VM appears infixed

into the root. In the past perfective, where the VM neverane$, the past tensi is infixed after
the stem-initial consonant, as is expected if this elenrseimtfixed in the phonology:

(69) Perfective Forms

Stem Perfective Past Perfective Gloss

das? d-m-as? d-il-a? ‘carve’
deel  d-m-eel d-il-eel ‘nail’
Kiis k-m-iis k-il-iis ‘dig’

leng I|-m-eng I-il-eng ‘borrow’

A similar point can be made with some stative verbs that daala a VM; with these verbs,
the Past Tensdl appears infixed into the Root as well (70b); regular stat{v€s), in which past
-il follows VM, are provided for illustration:

(70) Some Statives

Stem Past Gloss

a. mo-kar m-il-kar ‘be awake’
me-tiuaiu  m-ile?ivuaiu  ‘sleep’

b. bngrokl  d-il-ong?okl  ‘sit’
kie k-il-ie ‘live’

As seen in the (70a) type, the past tense marker surfacesttadtéd/M, which makes it look
like the morpheme order is VM-TNS-Verb; howeval; also appears after Root-initial segments,
as seen in (70b). This kind of infixation is not definable imteof morphosyntactic nodes. Rather,

it is the result of a phonological rule.
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Putting these points together, the behavior of the “exoepti class of verbs with the- Verb
Marker is not a counterexample to the adjacency-based viedlamorphy. In the representation
where allomorphy is determined, the VM is concatenated thighRoot, and can see it for allomor-
phic purposes. Subsequent action in the phonology infxegdst tense morpherag, but this is
after the point that is relevant for Vocabulary Insertfoh.

The analysis of this effect illustrates many aspects of thealist theory: both local relation-
ships and different stages of a serial derivation play aiatwole. In particular, morphology (here,
structural relations from the syntax, and VI) must be dittinom phonology. The important gen-
eralizations about allomorphic locality are, if this argdyis correct, not always found in surface
forms. Rather, the phonology has the potential to obscueaéionship that is local when VI oc-
curs. Making sense of patterns of this type in a way thatmetairestrictive account of allomorphy
requires a theory in which morphology and phonology arerdistalong the lines of what has been
proposed above.

3.5 Conclusion to Part |

The core of chapters 2 and 3 develops the Localist theoryraégyand morphology, makes specific
proposals about how cyclic derivation works, and arti@gdad theory of allomorphy which derives
from the interaction of cyclic and linear factors. Taken tsrown, this part of the book illustrates the
strong predictions that are derived when a cyclic theoryesivdtions are pushed into morphology
and phonology.

This work also provides a foundation for addressing the deoaange of questions raised in
Chapter 1, which highlight the different factors that Lasahnd Globalist theories allow to exert
an influence on how phonological forms are derived. WhilelLthealist theory of syntax and mor-
phology does not, in the end, force a full-fledged phonohaldiceory, it places sharp constraints on
interactions of the type that are the focus of this monogréptoes this by making specific claims
about the types of information that could play a role in thevé¢ion of some object’'s phonological
form.

The details of theC;-LIN theory are subject to investigation and (dis)confirimat The overall
picture that emerges from the next part of the book is thatnef/this particular Localist theory
is incorrect, morphology and phonology do not show the tygfésteractions that would require a
Globalist architecture.
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Part Il: Phonologically Conditioned Allomorphy
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4
Phonologically Conditioned Allomorphy: The Globalist Intuition

The first chapter of this book highlights the fundamentakimm between Localist theories of the
type developed in Part | of this book on the one hand, and theaging view in phonological
theory, the Globalist framework of Optimality Theory, oretbther. This part of the monograph
compares the empirical predictions of these theories imittmeain of (phonologically conditioned)
allomorphy. This comparison, which relies on the specificallomorphic interaction, implicates a
larger questionhow do morphology and phonology interact?

In the current theoretical context, where syntactic thesodf morphology have advanced con-
siderably, the architectural scope of this question iseghibad. Questions about morphology and
phonology implicate syntax as well; this point is emphasizeEmbick and Marantz (2008), and
recognized in some form in a number of theories that seekdousnt for putative competitions be-
tween words and phrases. Thus, what is at issue here goebayethd morphology in the narrow
sense: the general question is how the sound form of compgleressions relates to the system(s)
responsible for generating such expressions.

A central focus of the following chapters is the question diether there is evidence for any
sort of global interaction between morphology and phonpldg the terms employed in Chapter
1, a theory that allows morphology and phonology to integhabally showsGlobal-MP. The pri-
mary result of Part Il of this book is that even theories withimited” form of Globalism make
predictions about allomorphy that are (i) distinct fromsbamade by Localist theories; and (ii)
importantly, not borne out by the data.

This line of argument is quite general. In many Globalisboties, some limitations on global
interaction are assumed. Thus, for example, mission settnike those provided in McCarthy
(2002) point to a “standard assumption” to the effect thainuiogical and syntactic computations
are different in OT terms, which makes for a kind of limiteddmtarity (see 2002:142 in particular).
The same work, however, recognizes that argument®T’s architecture would be stronger to the
extent that all such modular boundaries were found to behepipmenal. More recent moves in
Globalist theories have been made in the opposite dirediiovards cyclic or serial architectures.
As discussed in Chapter 6, however, it appears that evenrésérdined” Global-MP allowed in
such theories makes incorrect predictions about allomorph

4.1 Phonology/Morphology Relations

The question of how morphology and phonology interact hamg history, one which pre-dates
generative theories of language. To a large extent, raséatbe generative tradition has taken the
position that morphology and phonology constitute sepasgstems of grammatical competence,
with the important research question being the exact mannghich these components interact.
Another important set of questions concerns putative tilng lines” between these two domains:

81



e.g., can phonological rules be morphologically condeganand vice versa?

Answers to these questions rely crucially on assumptionsitahe nature of morphology, the
nature of the morpheme, and so on. In Chomsky and Halle’s8)1Blee Sound Pattern of English
(SPE), for example, morphological structure is built befphonological rules apply, so that phono-
logical rules do not begin to interpret an internally-coaxplvord until it has been completely built.
In accordance with the principles of the transformationalle, however, the phonological rules
operate “inside out” on bracketed structures, in a way thakes the domains for phonological
interaction isomorphic to the domains for morphologicainposition in the default case. In this
theory, (i) morphology and phonology are distinct compdasei the grammar, and (i) interaction
between them is limited, in the sense that phonologicakrodm see morphological structure, but
not vice versa: no morphological rule can see the outputyphonological rule, because all of the
morphological rules apply to create such structures baf@r@honology begins to operate on them.
It is for this reason that theories like that of SPE are sameicalledNon-Interactionist

The particular form of Non-Interactionism that is found iRESderives from specific assump-
tions about the nature of the morpheme, and the nature ofrduegses that assemble morphemes
into complex objects (labelled bracketings). Steppingklfaom the details of this particular ap-
proach, it is clear that in general, there are two questitasiamorphology that different theories
account for in different ways:

(1) Two parts of morphology

a. Combinatorics:What is the nature of the system that assembles morphencesamt-
plex objects?

b. Allomorph SelectionWhat is the nature of the system that provides morphemes with
their phonological form?

In SPE, it is assumed that “morphological rules” combine phemes into labelled bracketings,
answering the first question. For the second question, isssraed that the morphemes that are
combined by morphological rules possess a phonologicatnlyidg representation. In this theory,
then, the fact that phonology cannot “feed” morphology wkifrom the fact that both aspects of
(1) are determined before the phonological rule systenmisggiapply.

Some theoaries that follow SPE deviate from this view of phogg and morphology by allow-
ing interactions in which morphological rules follow phdogical rules. So, to take the most salient
example, Lexical Phonology ( Pesetsky 1979, Kiparsky 198Pralated work) proposes that cycles
of morphology and phonology are interleaved in a way thawadlfor morphology to see the out-
put of phonology under some circumstances, not just viceayehis is arinteractionistposition.
Whether the general rule is that each morpheme triggersla of@honological rule application,
or that sets of morphemes are followed by phonological sy@&atal organization), the general
principle is the same: morphological operations that bsiitdcture and introduce the phonological
underlying representations of morphemes are interleavédplionological rules.

The theory presented in Part I, in which syntactic structume built and then operated on in
the PF component, allows certain interactions between nodogy and phonology, and not others.
It answers the question in (1a) by holding that morphemesamgposed in syntactic structures.
The functional morphemes that appear in such structurestdoawve a phonological representation
underlyingly. Rather, this information is provided in th@pess of Vocabulary Insertion. Thus while
(1a) occurs before the phonology, it is possible for (1bg, YWecabulary Insertion process, to be
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sensitive to the earlier application of phonological rulfssme different possibilities along these
lines are outlined in Chapter 3).

Structurally, the theory of Part | allows for Vocabulary énson to make reference to local
phonological properties of elements that are inside of tiderbeing worked on. Overall, however,
the types of interaction that are allowed are quite restiat scope. While there might be phonolog-
ical sensitivities encoded in the contextual condition¥ocabulary Insertion, this process is locally
encapsulated, and operates without reference to subgeapiEms of the phonological component,
which in turn must deal with whatever VI serves up to it. Inshie theory allows (limited) phono-
logical sensitivity in allomorphy, but it allows no outrigbelection of allomorphs by the global or
surface phonology.

The restricted type of phonological sensitivity that is gibke in a Localist theory contrasts
sharply with what is allowed in a theory with a globally irdeting morphology and phonology
(Global-MP). Global-MP offers one of the most extreme typésnteractionism that can be for-
mulated: not only can morphology see the output of earlietesyof phonology; morphology and
phonology are one system, such that any aspect of the plgynof@n entire derived word could in
principle affect the shape of a morpheme anywhere in thatlwthile specific theoretical propos-
als in the OT context might restrain possible interactiongifferent ways, the framework allows in
principle any aspect of the (output) phonological represémn todetermineeither theCombina-
torics (1a) orAllomorph Selectioiflb). To the extent that tHeombinatoricsare done by the syntax—
as argued for in Distributed Morphology and related appneae this means that there would be a
globally interacting syntax, morphology, and phonologywhich phonological well-formedness of
surface forms could conceivably play a decisive role in mamypetitions. The prospects for this
kind of approach to morphosyntax, however, seem rather, geer Embick and Marantz 2008 for
discussion. The question that is addressed below is whitber is any evidence for Globalism in
phenomena which are more morphophonological in naturerenddéiomorphy provides the crucial
information.

4.2 Allomorphy and Globalism

In the domain of allomorphy, a sort of best case scenario fob&ism- i.e., one that would be a
strong argument that the grammar has to be organized in thoss— would be one in which all
allomorphic selection in a language could be predicted erbtsis of the constraint system that is
required for the “normal” phonology of the language in gigstin this hypothetical universe, the
grammar generates all host allomorph combinations anati@ms on these, and the winners (i.e.
the correct allomorphs) are selected via the phonology.

This kind of intuition is found in a qualified form in thex®M theory of McCarthy and Prince
(1993b), which hypothesizes that in certain types of imtwas, phonological constraints must
trump morphological constraints. The role played by thiskiag schema is seen clearly in the
analysis of infixation, where, for example, prosodic caists that require an affix to adjoin to a
prosodic unit like the foot outrank “morphological” coratits that make that affix either a prefix
or a suffix!

The P>M theory is restricted, so that phonology is predicted tofpumorphology with “prosodic
morphology”; in cases of “normal” affixation, morphologi@nstraints may prevail. However the
restriction to prosodic morphology is to be defined, the @ldism that is central to OT predicts that
there should be many cases in which the effects»fMPare visible. Phonologically Conditioned
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Allomorphy (PCA) in particular is predicted by theshM approach to be defined by phonological
surface well-formedness. It is thus expected to be phoidtg optimizing.

The P>M theory makes other predictions as well, although theseflimited interest to the
current discussion. A wide range of phenomena covered-3WFhave been examined elsewhere
in the recent literature; Paster (2006) and Bye (2008), itiquéar, have argued that the empirical
predictions of this theory are not borne out. While theseiimwgnts appear to be sound, it must be
stressed that M is only one specific theory that can be formulated within algalist frame-
work. There are many, many predictions that derive from &lisin that do not require the details
of P>M, but which would be impossible to state on a Localist vielve Tomparison between Lo-
calist and Globalist theories that is executed below assuhig more general orientation, and looks
for any type of interaction that could provide empiricaldauice for Global interaction between
morphology and phonology, in any form.

4.2.1 Phonologically Conditioned Allomorphy: The Globalst Intuition

The predictions for allomorphy that derive from a theoryhw@lobal-MP can be approached in
a few steps. Starting at the most general level, it is clearr phonology cannot play a role il
cases of allomorph selection. There is no reason to thinsaiticular, that phonological considera-
tions should play a role igrammaticallyconditioned allomorphy. Thus, for example, the “regular”
phonology of English is not the reason why Vocabulary Ingerselects the the exponetifor the
past tense obend but -ed for the past tense ahend? This is a “morphological” fact, one that,
from the perspective of almost any grammatical theory, birhps to be memorized. This is the
reason that McCarthy and Prince restrict-®l to cases of prosodic morphology; in grammatically
conditioned allomorphy, morphological constraints camilmte phonological ones, such that the
phonological constraints do not play a role in determinifignaorph choice (cf. McCarthy and
Prince 1993, ch.7).

For obvious reasons, the clearest differences betweernrédécpons of Localist and Globalist
architectures are seen in PCA. While the details of the ptiedis are important, and will be fleshed
out in the rest of this book, a basic prediction of a theornyhveven restrained Global-MP is that
at least some cases of allomorphy should be determined bglglteractions in a complex word:
interactions in which surface phonology plays the decisle.

While the emphasis of the next two chapters is on empiricadliptions of the type just men-
tioned, there are many comparisons of Localism and Glahallisthe literature that operate on a
conceptual level, and these must be acknowledged befodist@ssion proceeds.

On the conceptual front, Globalist theories are committetthe idea that patterns of allomorph
selection in PCA are the way they dor a reason and that this reason must be stated in the gram-
matr. In other words, a bare statement of the distributionlofreorphs is not enough: the grammar
must explain distributions in phonological terms. Thisckiof argument is typically put forth with
reference to cases of PCA that appear to “make sense” ptyically. Recall, for example, the
Korean nominative morpheme, whose allomorphic distrdsutn terms of C-final and V-final hosts
could be understood in terms of syllable-structure markedn

(2) Korean Nominative

-i after C: pap-i ‘cooked rice’
-ka after V: ai-ka ‘child’
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While any theory can acknowledge that some non-trivial lhagical patterns might be found
in allomorph distribution, the conceptual part of the Gliigprogram goes beyond this: it asserts
that the grammar itself must say why this distribution isfduStating “why” a distribution is
found in this way is something that requires Global-MP, lisesit is only in such a theory that
output phonology of the whole word could determine morpbglo

Thus, the driving intuition behind the Globalist researcbgpam in this domain is that (at least
some) allomorph distributions are the way they are becaws@honology plays the decisive role
in allomorph selection. The further argument is that Lataheories, even if they are capable of
stating the distribution, are missing something esseri@tause such theories cannot say that the
output phonology is what is responsible for that distriboti

4.2.2 lllustration and Implementation

Schematically, an approach that implements allomorplt8etein terms of output properties needs
two components in order to function properly. First, for ggiyen HOST and allomorphs;, 2,
etc. of some morpheme, the grammar must generate all ppssibhbinations (3a); these are in
competition. Then, some set of principles must determinielwbombination is the winner of the
competition, such that the rest are marked as ungrammatical

(3) Schematization

x1

a. GENERATION: HOST{ 2 p» — HOST=«1, HOST«, HOST«3
z3

b. SELECTION: pick winner, mark losers as ungrammatical

Clearly, the idea behind implementing allomorph selectiothis way is that the constraints of the
(normal) phonology are decisive in the SELECTION stage.(8ls)should be clear from (3), one
way of making the overall picture precise in OT terms is toehéBa) performed by GEN, and (3b)
performed by EVAL.

The line of reasoning embodied in (3) is exploited in sevealy works on PCA. To take a
specific example, another case of allomorphy from Koreantths been analyzed in this literature
illustrates some important points about how the phonolagyiccbe employed to drive allomorph
selection. The allomorphy is exhibited by the “topic/fotusorpheme, which appears with the
allomorph-un after C-final hosts, an¢hunafter V-final hosts:

(4) KoreanTopic/Focusmorpheme

-un after C: pap-un ‘cooked rice’
-nunafter V: ai-nun ‘child’

As noted by Lapointe (1999) and others, the type of C/-@m@dtiion shown by this morpheme
appears to fall out naturally in a theory with the properti¢¢3). A generalized (and weakened)
version of this type of reasoning is taken up in Bonet et &I0{2 and Mascar6 (2007); these papers
analyze the data in (4) along the lines of (5):

(5) Analysis of allomorph selection
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pap{-un,-nur} || ONSET ; NoCODA
0 pap-un L
pap-nun Lo
ai-{-un,-nur} |

ai-un **| ¥

O ai-nun * | ¥

The idea is that a candidate likpap-nunviolates NoCoDA more thanpap-un and*ai-un
violates ONSET more thanai-nun In this way, the distribution of allomorphs is exhaustjyele-
termined by constraints with independent motivation. Mwer, the constraints are phonological
(highlighting the idea that morphology and phonology are system, as supposed by Global-MP),
and they are those associated with familiar patterns imlshdlstructure (highlighting the idea that
selection of allomorphs is driven by optimization of theMphonoIogy)g.

4.2.3 Generalizing:Phonological Selection

| refer to theories in which Globalism allows global propestof the phonology (or the surface
phonology) to determine allomorph selection as implenmgr®honological SelectiorAlong with
the general idea that there are instances where some aspieeptonology determines allomorph
selection in this way, there is a strong version of this higpsis according to which all (phonologi-
cally conditioned) allomorph selection is determined kg tlormal phonology:

(6) Types of Phonological Selection

a. Phonological Selectionthe constraints responsible for the (normal?) phonology pl
at least some role in determining allomorph selection in g tlat requires reference to
global properties (or properties of surface outputs).

b. Strong Phonological Selectioin cases of PCA, the choice among competing allo-
morphs is determined exclusively by the normal phonology.

In Chapter 3 of this book, it was shown that the-LIN theory allows phonological information
to be a contextual condition on Vocabulary Insertion. Hosvein this theory only the phonology
of “inner” nodes that could potentially be visible to a nodedargoing insertion. The effects of
Phonological Selectioschematized in (6) go far beyond this, by allowing the phogwlof outer
morphemes or the phonology of the entire word to determinietwddlomorph is chosen. This point
of contrast— along with some others— allow the predictidnisozalist and Globalist theories to be
compared directly.

As is discussed in the next chapt&trong Phonological Selectiaoes not work, and this has
driven various Globalist theories to introduce differeimids of morphological ordering into the
analysis of PCA. Since evidence fBhonological Selectiom any form would be an argument for
the Globalist view, the empirical focus in the next chapiermn the status of (6a).

4.3 Generalizations and Formal Predictions

The next two chapters examine the intuition behPfdonological Selectigrand the formal pre-
dictions made by theories with Global-MP. Before moving onhis part of the discussion, which
concentrates on specific empirical expectations and gireds; some further further clarifications
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are in order concerningonceptuamotivations for Global-MP ané&honological Selectigrexpand-
ing the introductory remarks in 4.2.1.

The conceptual points can be illustrated with referencdaedt;-LIN theory of Part |. Recall
that in this theory, cases of PCA are analyzed by means ofhdtamake reference to phonological
properties of adjacent objects. So, for example, the altpimpshown by the Korean topic/focus
morpheme could be analyzed as folloflvs:

(7) [topf/foc]« -un/C™__
[top/foc] «» -nun/V™__

The question raised in comparison with Globalist framewdskthis: is a Localist approach
along the lines of (7) missing a generalization in exactbsthcases where the allomorphy is appar-
ently “optimizing”, because it does not assert that themadigpphs are distributed the way they are
for this reason? Clearly, the Vocabulary Items in (7) actdanthe distribution of the exponents,
but they do not sawhythis pattern is found; is this enough? A familiar claim in thebate between
Globalist and Localist theories in phonology is that theelatype of theory is explanatorily inade-
gquate because it does not explain why certain patterns anelfand not others. With reference to
something like (7), the idea is that the Localist theory iplaratorily deficient because it can say
nothing about the fact that the distribution is non-arijtravhen viewed in terms of properties of
the output forms.

The idea that Localist theories have nothing to say abouées of distribution is, however,
misleading. A more accurate way of making the point is thatitbcalist theory cannot stavgthin
the grammathat the distribution of allomorphs is the way itiecausesurface phonological prop-
erties are optimized. There is an important point here thaften overlooked. It is not true that a
Localist theory cannot be connected with any explanatioallomorph distributions; it can. How-
ever, it would assign the explanation of the putative gdimations about distribution to another
part of the theory of language in the broad sense; afteratllevery generalization about language
is a generalization about the grammar. The net result oflittesof reasoning is that the Localist
view does not assert that there a@generalizations about how allomorphs are distributed in su
face forms; rather, it holds that if there is something to &id sbout why some distributions (and
not others) are found, these generalizations fall undeptimeiew of diachrony, acquisition, pho-
netics, processing, etc., in some combination perhapsly2ing a generalization in these terms—
i.e., assigning it to a system that is not the grammar in tmeownasense— does not exclude it from
principled explanation.

From the Globalist point of view, the failure to account fistdbutions and the reason for there
being particular distributions using the same mechanise, he grammar) is a shortcoming of
Localist theories. Most theories of allomorphy that assant&lobalist framework begin with this
point; McCarthy offers a clear version of what is at stake:

Derivational approaches based on selecting an allomorpie @gbint of lexical insertion
miss the connection between the constraint(s) resporfsibélomorph choice and the
constraints of phonology as a whole. (2002:154-5)

That is, a Localist theory in which allomorph selection does make reference to global or
output properties cannot connect patterns of allomorptiloligion with (independently motivated)
aspects of the phonology of the language.
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This particular version of the argument takes for grantedea vn which PCA results from
the “normal” phonology alone, something which was showntaatork in early research on this
topic (see Chapter 5). Nevertheless, the line of argumenté clear, and could be deployed even
if Strong Phonological Selecti@imes not hold: in short, on the Globalist view, stating distiions
is not enough; what is needed is a statenveitttiin the grammaiof why allomorphs appear where
they do.

Conceptual arguments of this type figure prominently in iteedture, and for or convenience, |
refer to this class of arguments as being centereBuiative Loss of Generalization

(8) PUTATIVE LOss OFGENERALIZATION (PLG): Localist theories are inadequate because
in the cases in which allomorph selection optimizes the wufigcording to some metric,
the allomorph selection procedure does not explicitlyesthe fact that the distribution is
driven by global or output properties of the phonology.

Discussion of PLG outside of the domain of allomorphy- iie.the domain of phonology
proper— is extensive, where it is quite charged. Argumenthis level of abstraction are notori-
ously difficult to assess; they often implicate differentlaonflicting “research intuitions” about
what explanations should look like and where they shouldduglst, rather than commensurable
accounts that make different empirical predictions. Toseetly what role PLG plays in motivating
Globalism over Localism, consider two types of effects:

(C1) Cases in which the Localist theory is able to state tlevaat distribution of allomorphs, but
not why (in the PLG-relevant sense) this distribution isrfdu

(C2) Cases in which the Localist theory is not capable of acting for the relevant distribution
of allomorphs, because the distributional facts themsalgquire Global-MP.

In cases of (C1), PLG is the only objection that can be raigginat the Localist view. The
goal of the following chapters is to put conceptual argumeatthe side, and look at empirical
arguments, which are centered on (C2). The hypotheticabaasder (C2) go beyond PLG; they are,
by hypothesis, simply not derivable in a Localist theoryt(wihout missing the key generalization
about distribution, in any case).

4.4 Outline

The argument of the following two chapters is straightfaidvad theory with the capacity to “ex-
plain” distributions in the way described above must havwtaae formal properties. The formal
predictions of this type of theory go beyond what can be esgmeé by an Localist theory. Even in
cyclic or serial versions of Optimality theory, as long asrenthan a few morphemes are worked on
in the same computational domain, the predictions about wiad drive allomorphy are signifi-
cantly different from what is allowed in a Localist view. Tdrées that have even limited Global-MP,
and which thus allow PLG-compatibéxplanationsof (C1), predict (C2) effects as an architectural
consequence. However, there seems to be no evidence fal gitdractions of the (C2) type. The
conclusion that | draw from this is that the Globalist arebitire for morphology and phonology
fails in its empirical predictions.
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The argument goes in two steps. Chapter 5 lookBfainological Selectigrand examines the
intuition behind it. It is shown that the motivation f&honological Selectiois weakened consider-
ably when artificially restricted examples are replaceddipglex systems of actual allomorphy. At
a minimum, this means that Globalist theories do not geizeraimpirically; a further point is that
there are cases in which such theories, because of theg focsurface effects, actually miss impor-
tant morphophonological generalizations. Chapter 6 mbegsnd the intuition and its conceptual
motivations to the specific empirical predictions that Gliidm makes for allomorphic interactions,
and shows that in cases where Localist and Globalist vievwerdidferent predictions, the Localist
predictions are correct, and there is no evidence for Gliolataction.
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5
On the Intuition behind Phonological Selection

Chapter 4 outlines the intuition that Globalism extends @APAs noted there, the strongest con-
firmation that this intuition is correct would be found if alhses of PCA could be analyzed with the
constraint system required for the normal phonology of glage.

There are many arguments in the literature showing thaviiig— Strong Phonological Selectien
is incorrect. Some illustrations of this point are givendveln §5.1. It must be stressed, though, that
the failure of Strong Phonological Selection does not mbanhthe Globalist architecture as a whole
makes incorrect predictions about morphology/phonolaggractions. Rather, the most that can be
concluded is that one particular type of theory that can bmdtated within the broad confines of a
Globalist architecture does not work. This conclusion ésappen the possibility that Phonological
Selection is required in some weaker form; as noted in thekapteranyclear empirical evidence
for Phonological Selection would be an argument in favor laib@lism and against Localism.

Finding empirical arguments in which the strong predictiari Globalism are identified and
tested is difficult. One reason for this is that Globalistaites that have detected the failure of
Strong Phonological Selection have primarily attempteddoount for the distribution of phono-
logically conditioned allomorphs by combining phonolaiconstraints with different types of
morphological ordering. These theories do not provide epgliarguments that the predictions of
the Globalist framework are superior to those stemming ftamwalism; rather, they are fixes to a
particular kind of Globalist theory, not arguments in faebthat architecture.

As a way of sharpening the empirical issues that are at sthisechapter examines and eval-
uates thentuition behind Phonological Selection. This is the intuition thiatsome form or other,
surface or non-local phonological factors can play a degisdle in determining allomorph selec-
tion of any morpheme in a word. The main thrust of the argun®etitat when an analysis in these
terms moves beyond limited examples, the intuition thatediies Phonological Selection is mis-
guided, or at least misleading. It is possible in almost amgliage with PCA to find at least some
cases in which it looks like Phonological Selection is opega as long as attention is restricted
to a subpart of the morphology. However, when systems of P@Aesamined in more detalil, the
guestions that come up center on the interaction of storfedniration about morphemes with the
generative process. It appears that the while the morploalogperation of Vocabulary Insertion
and the (morpho)phonological processes that affect manpbavhen they are combined are central
to this picture, non-local phonological factors are noevaht. The cases that make Phonological
Selection look promising must be selected on an ad hoc lzasgighe analyses of these subpatterns
do not generalize.

The argument takes two forms. §6.3, an analysis of the language Djabugay shows how prima
facie simple explanations of allomorphy based on Phonotdgbelection do not generalize, and
that the generalizations about case allomorphy found sléniguage do not implicate properties of
output forms in a systematic way. The second part of the aegtiin §5.4 puts forth an analysis of
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Yidip case allomorphy that extends the conclusions f§6t8, and makes a further point: important
generalizations about the relationship between allomsetdction and vowel-length are obscured in
a surface-based analysis in which phonology and morpholdgsact globally, but can be accounted
for directly in a Localist framework in which morphology aptonology are distinct.

The points raised in this chapter are not direct argumeramagthe predictions of Globalist
models in the strict sense. Rather, the conclusions arg(ijhahalyses based on Global-MP do
not seem to generalize; (ii) the factors that must be takemdncount in the analysis of systems
of allomorphy are not those that are expected if Phonolb@@edection is part of the grammar;
and (iii) analyses based only on properties of the outpuh$omight in fact be missing some key
generalizations that are stated transparently in a Ldcatislel.

Taken together, these points raise serious doubts abotuntthition that global phonological
properties play an important role in allomorph selectiohehext step in the argument, where
formal predictions of Globalism and Localism are compargdatly, makes up the substance of
Chapter 6.

5.1 Phonological Selection and Ordering Allomorphs

Strong Phonological Selection does not work. What this megsnhat simple phonological con-
straints operating on all possible host-allomorph contimna do not always make correct predic-
tions about the selection of phonologically conditionddrabrphs. This point is evident in at least
two types of cases. In one class, there is phonological métation of allomorphy, but the result-
ing patterns are unexpected from the perspective of basiegdbgical constraints; this is illustrated
with Haitian Creole determiner allomorphy in section 5.JAhother type of case involves phono-
logical conditioning in which, for at least some hosts, bgdionological constraints are indifferent
to the various allomorphic choices, because no constramtwiolated by any of them. In such a
case, the phonology by itself is unable to select a winneraalditional “morphological” constraints
must be appealed to in order to account for the attestedrpatf€his is illustrated for genitive case
affixes in the language Djabugay in 5.1.2.

While cases of this type are arguments against Strong Pbgical Selection, they nevertheless
can be analyzed in a Globalist theory. Importantly, thourgime of the “fixes” to Strong Phonolog-
ical Selection considered in the literature offer any enimein favor of Globalism, as discussed in
5.1.3.

5.1.1 Haitian Creole Determiner Allomorphy

The allomorphy of a morpheme referred to as a “definite daterhin Haitian Creole (see Klein
2003, Paster 2006, Bye 2008, Bonet et al. 2007) shavesd-la allomorphs in a phonologically
determined patterlll.The distribution is odd from the perspective of basic syéaructure marked-
ness constraints. Tha allomorph appears after V-final hosts, wherdassurfaces with those that
are C-final:

(1) a. -aafterV
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Noun Noun-Def Gloss

tu tu-a ‘hole’
papje papje-a ‘paper’
papa papa-a ‘father’
lapli  lapli-a ‘rain’
ché che-a ‘dog’

b. -la after C
Noun Noun-Def Gloss
liv liv-la ‘book’
pitit  pitit-la ‘child’
aj aj-la ‘angel’
kay kay-la ‘house’

This distribution creates both VV hiatus (1a) and codas.(Ibg reverse of the attested pattern
does the opposite; i.e., if théa allomorph appeared after vowel-final nouns, and-thene after
consonant-final nouns, this distribution would look likelear case of phonological optimization,
like, for example, the Korean examples discussed in Chdpter

A “simple” sort of fix for the Phonological Selection apprbao allomorphy could be formu-
lated if the phonology of Haitian Creole treated the patém(1) as optimal, for reasons that are
not obvious until the phonology of the language as a wholeiisiclered, but this seems rather un-
promising. It is not the case that onsets are somehow désastdin this language. This is evident
from the fact that there is epenthesis with [+ATR] vowelsriont of the definitea:2

(2) Glide Insertiorafter [+ATR] final vowels

a. papjelj]-a ‘the paper’
bato[w]-a ‘the boat’
lapli[j]-a ‘the rain’
tu[w]-a ‘the hole’

b. papa-a ‘the father’
boko-a ‘the sorcerer’

The problems for Strong Phonological Selection are failarc As noted by Paster (2006) and
Bye (2008), which concentrate on the predictions of the NP theory of McCarthy and Prince
1993b, if both-a and-la affixed forms were potential candidates, then the phonosbguld select
-la for V-final nouns; the language even epenthesizes in sonaes.casd clearly insertinda in the
first place would remove the need for this.

From the perspective of a theory that maintains Phonolb&iekection in a weakened form, it is
in cases of the Haitian Creole type tmabrphologicalordering of some sort is most motivated, even
if, as will be shown below, the need to order allomorphs molgdically arises in simpler cases
(where allomorph distribution is not “perverse”) as welbr@iderations of this type are framed
in Bonet et al. 2007, where it is proposed thidbmorphic ordering(developed as well in Mascard
2007) establishes a partial order on the allomorphs of &cpéat morpheme, and a constraint called
PRIORITY is violated by candidates that contain a non-prioritizédnabrph.
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The specific analysis of Haitian Creole proposed by Bonek @087 is that the grammar con-
tains a Vocabulary Item for the definite determiner morph&fuef] which contains a set of expo-
nents. These exponents are ordered by the relatiomhich establishes the priority relation among
the allomorphs in the set:

(3) D[def] < {a>la}

A form that hasla instead of-a violates the constraintFORITY. This has to be a “morpho-
logical” effect in the sense that there is no reason vehghould be better thatha for phonological
reasons alone.

The challenge for theories implementing Phonological Gile is to make at least part of the
definite determiner’s distribution phonological. Sinaalways beatsla on morphological grounds,
other phonological constraints ranked higher tha&nd®iTY have to eliminate candidates with
with C-final hosts. Bonet et al. 2007 posit the following doaists to achieve this effect:

(4) Additional Constraints

a. R-ALIGN STEM SYLLABLE : Align right edge of stem] with right edge of syllable;]

b. *C.V: Avoid a syllable ending in a consonant followed byydlable starting with a
vowel.

The first constraint penalizes resyllabification of stemarialt, and the second penalizes the syllable
contact that arises from the failure to resyllabify. Loakimhead, these constraints conspire to rule
out-awith C-final hosts, since either resyllabifying or not ingarviolation of one of the constraints
in (4).

The analysis with the constraints in (4) andiBRITY is shown in the following tableaux (sim-
plified slightly):

(5) [MHlustration

a. -aafterVv

papa{a>la} || R-ALIGN | *C.V | PRIORITY
papa.la : *|
[l papa.a I

b. -laafter C

*C.V | PRIORITY

*

liv-{a>la} || R-ALIGN
O liv.la
liv.a

li.va *

*|

Since the constraints ranked aboveI®RITY are phonological in nature, and are meant to
enforce Phonological Selection, it is worth reflecting fanament on how this analysis achieves
what it does. Whena appears, it is because it is prioritized morphologicaltydaes not win out
over-la on phonological grounds. Whela appears, it is because creates phonological problems,
i.e., the-aform violates one of the constraints in (4). This analysiskganechanically because, as
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noted above, the two constraints that are ranked higherRrapRrRITY have the effect of making
the preferred allomorpfa bad in C-final environments, whether it resyllabifies (R+&N) or does
not (*C.V).

This is (in part) a “phonological” solution, but, as far aslssolutions go, it is highly specific to
the case at hand. Since the shape of the dispreferred appprriarenders R-AIGN and *C.V irrel-
evant, candidates with this allomorph win with C-final stefitsese two constraints are irrelevant in
other competitions as well. Other morphemes in the langtrégger resyllabification with C-final
stems, and steps must be taken in the phonological anatysissure that R-AGN and *C.V do
the work they are supposed to do wHh while at the same time not ruling out resyllabification
across the board (see the paper cited for details).

The net effect of these different facets of the analysisaarcthe two “phonological” constraints
ranked higher than®oRITY that force-ato lose do the relevant work in competitions with definite
-a and-la. But, evidently, theonly work done by these constraints is that they conspire to rute o
-awith C-final stems; i.e., this solution is totally ad Hdc.

Taken as a whole, the analysis is one in which (i) there muatdipulated ordering, one that is
not in any obvious sense less stipulative than orderingarid;(ii) the role attributed to phonological
selection involves constraints that are relevant only ioaating for the distribution ofa versus
-la. These results are unimpressive; this kind of analysis isuaperior in any obvious way to an
account that simply achieves the distribution in purely fpfwlogical” terms (e.g. ordering of VIs).
Phonological Selection is maintained in practice, but inag what strips the intuition behind it of
most of its content.

5.1.2 Djabugay Genitives
The position that surface prosodic optimization (pamtlatietermines allomorphic selection has
been illustrated by Kager (1996) and others with refereaggenhitive case allomorphy in Djabugay,
a language of the Cape York region of Australia (see Hale 4@7@atz 1991). This case study
appears at the beginning of Kager 1996, where it is adducad &tial illustration of Phonological
Selection’s appeal and prospects. In a way that connectstidit RRIORITY theories examined
above, Kager’s analysis recognizes that the phonology dogsby itself, suffice to predict the
distribution of allomorphs correctly, so that there is aerfbr interaction with “morphological”
constraints.

The set of facts considered in the works cited above is ratfstricted in scope. Djabugay has
two genitive affixes::n after vowel-final stems, andun with consonant final stem3:

(6) Genitive allomorphy

ABS GEN Gloss
V-Final guludu guludu-:n ‘dove’
gurra:  gurra:-n ‘dog’

C-Final gaal gaalgun ‘goanna’
girrgirr  girrgirr-yun ~ ‘bush canary’

On Kager's analysis, the phonological force that determiifmart of) this distribution is ex-
erted by a constraint that bans complex cddlahe inputs to the competition consist of a noun
and some abstractly specified suffix like GEN for the genjtared the competitors have the dis-
tinct allomorphs of that morpheme. The phonology prevemt$rom attaching to C-final hosts by
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*CoMPLEX CoDA (CC), which makes thegun affixed form the winner. However, if this constraint
were the only active force in allomorph selection, the graanwould not be able to rule ougunfor
vowel-final stems, since neither eguludu-:nnor guludugun violate that constraint. Thus Kager
posits an additional constraint,e®ITIVE=/n/, that is violated when the genitive allomorph is not
-:n. This analysis is shown in (7):

(7) Competition between allomorphs

0) {ganal-GEN} || *CC | GENITIVE=/n/ |

a. 0 gapal-yun *
b. gaal-:n || *!
| (i) {guludu-GEN || *CC | GENITIVE=/n/ |
a. guludugun *|
b. O guludu-:n

The function of GNITIVE=/-n/ is to establish a preference that prevents-tjum allomorph
from winning across the board. In effect, it limits this “digferred” allomorph to environments
where the preferred allomorptn violates the higher-ranking phonological constraint *Cibe
affinities that this analysis has with th&®RITY-type theory are clear.

Given the crucial role played by&iTive=/n/, it is important to consider how Kager’s analysis
might generalize, restricting attention for the moment jatidgay. One obvious question concerns
the specificity of this constraint. In response to the deatden that constraints be universal and
the fact that a constraint like E\ITIVE=/n/ cannot have this property, Kager proposes that this
constraint is “quite plausibly” an instantiation of the wmisal constraint that shorter things are to
be preferred to longer ones. Thus, according to this hysathéehe ordering effect derives from a
kind of economy consideration, one that has analogues er ditmains.

The Djabugay genitive is revisited in Mascard 2007, whieegyond just looking atn and-»un,
the additional roles of epenthesis and deletion are coreidélascard notes that in order to rule
out “fixes” to the syllable structure effected by the ins@rtor deletion of material, #Mx and Dep
must be ranked higher tharRPORITY, which operates with the orderifg:n>-gun}:

(8) Mascarb’s Analysis

| () gapal-{in>yun} || *CC | MAX,DEP | PRIORITY |

a. O gapal-yun *

b. ganal-:in || *!

C. ganal-na *|

(i) guludu-{n>gun} || *CC | MAX,DEP | PRIORITY
a. O guludu-:n

b. guludugun *|

The-nacandidate hash and epenthesis; it does not violate the condition on codtastraus has
to be eliminated by other means, since it involves the pizad allomorph. This is the role that is
played by DEP.

The two analyses above are part phonological, part morgheab By allowing phonological
and morphological constraints to interact in a single tabl¢hey are clear instantiations of theories
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with Phonological Selection. A natural question to ask isvtmat extent the constraints posited
for the analysis of the genitive extend into the rest of thaldDgay case system, where numerous
additional instances of phonologically conditioned altwphy are found. This question is addressed
in5.2.

For the moment, the treatments in (7) and (8) illustrate #raeskind of point made above in
the discussion of Haitian Creole. Even in “simple” cases lafrlogically conditioned allomor-
phy, phonological constraints alone do not seem to detertii@ entire distribution of allomorphs;
morphological constraints are needed as well.

5.1.3 Interim Assessment

The conclusions that can be drawn from the findings sumnthiizihis section are relatively limited
in scope. One conclusion is that Strong Phonological Seleetperhaps also the version of this
called P>M in McCarthy and Prince 1993— makes incorrect predictighs is the main thrust
of e.g. Paster’s (2006) critique. However, as noted at uarjgoints above, Strong Phonological
Selection is one type of theory within the Globalist frameky@nd the fact that it makes incorrect
predictions does not rule out other theories framed in tmtexts of Globalist assumptions.

Beyond this, the specific fix made to the Globalist theories@nted above- i.e., ordering of
affixes— offers little of interest on its own. There is littkason to dwell on the details of the “hybrid”
ordering theories, since there is no empirical argumeritttiia type of approach is superior to a
Localist theory.

A more productive question, which can be raised with refeedn Djabugay genitive allomor-
phy above, is whether the analyses that employ Phonolo§iekgction in some form are able to
generalize to other cases of PCA in the same language. Tloerrotihat motivates this question is
that the cases in which Phonological Selection is meantplyaan evidently be chosen on an ad
hoc basis. This is not a fatal objection, but given that ththéo mechanisms” that are appealed to
suffice to derive the correct distributions both in some sadgd®CA, and in all cases of grammati-
cally conditioned allomorphy, the benefits of Phonologialection are quite limited. That is, since
morphological ordering mechanisms could account for thele/eystem, whether the allomorphy
is grammatically or phonologically conditioned, why is tee necessary or desirable to appeal to
phonological constraints? In the absence of a strong erapargument that Phonological Selection
is required, there are only conceptual arguments, basedtativ@ Loss of Generalization (PLG).

One way of allaying some of the concerns about the ad hoccapiolh of Phonological Se-
lection would be to demonstrate that the analysis of indigiccases of PCA in some language
generalized throughout the language in some interesting Tvee next sections address this point,
by looking at systems of PCA in detail.

5.1.4 Systems of Allomorphy: Some Questions

Many languages of Australia show phonologically condigidrallomorphy of different case end-
ings. In the analysis of these alternations, particulanditin is often focussed on the ergative case,
for reasons that are made clear below. Beyond the detaisiatsd with this case in particular, the
system®f case inflection provide a fertile ground for illustratitige differences in perspective that
different frameworks offer for interactions between manolygy and phonology. The systemic as-
pect of this is crucial. What looks “phonologically nattiralhen one case is examined often looks
much less like this when other cases are brought into tharpiclt is always possible to extract part
of “the data” and construct a teleological explanation ofywthey are the way they are; in some
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sense, there should be no upper bound to the number of possidblogies of this type. Part of the
promise of Phonological Selection is that an account in iwplwonology drives allomorph insertion
should be able to extend throughout systems of PCA in the &meage in a straightforward, and
thus offer some explanatory advantages that reach beyomited subset of the facts.

Above | reviewed two Globalist analyses of genitive alloptor in Djabugay. Even though
analyses like these must be taken as “toy” illustrationsabse they do not aspire to any level of
detail either within one language’s case system, or acrase than one language, the message that
they intend to convey is clear: allomorphic selection imegl Phonological Selection in a way that
accounts for generalizations that must be regarded aseataldrom the Localist point of view.
Putting the conceptual part of this to the side, the disoussf the following sections takes the
claim that Phonological Selection is necessary at faceevljuattempting to work through case

systems in which PCA is abundant, and asking to what extgnifigiant generalizations are missed
if Phonological Selection is ignored.

5.2 Djabugay Case Allomorphy

Djabugay shows:n and-gun allomorphs of the genitive morpheme, distributed accardmthe
final segment of the host noun. The examples from above aeategin (9) for convenience:

(9) Genitive allomorphy

ABS GEN Gloss
V-Final guludu guludu-:n ‘dove’
gurra:  gurra:-n ‘dog’

C-Final gaal gapal-yun ‘goanna’
girrgirr  girrgirr-yun ~ ‘bush canary’

As far as Phonological Selection goes, the degree to whietptionology of surface forms
drives the selection of allomorphs is already somewhat comjsed in the analyses of Kager and
Mascaro, in the sense that both of these papers have to t@som-phonological ordering in order
to analyze even this case. When the discussion moves toshef the case system, it becomes clear
that the potential role for Phonological Selection is restleven further.

The table in (10) shows the forms of ergative case affixes.drganization of allomorphs in
(10) is centered on the admissible final consonants /m, Iy, r, y/ of the Ianguagé’ 9

(10) Ergative Allomorphy (Patz 1991:264)

Env. Allomorph  Noun Ergative Gloss
a. stem/V/ gou numbu pumbuggu  ‘father’
b. stem/rr/ -u wumbarr  wumbarr-u ‘puppy’
c. stem/lr/ -ndu baidal badgal-ndu  ‘turtle’
d. stem/m/ -ggu wulam wulamwgu  ‘perch’
e. stem/n/ -ndu man bwa-ndu ‘sun’
f. stem/C[+pal]/ pndu dawarray @warrapdu ‘thunderstorm’
f. murra murrapdu ‘fever’

These facts raise several questions of interest for theysembf genitive allomorphy presented
above; for example:
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e Kager's (1996) general prediction is that the “default'badlorph must be the smallest one.
In (10), this means that the ergative should manifest a lagespecific instantiation of this
universal economy constraint in the form of the constrairRGETIVE=/U/. The way that
Kager's theory works, the dispreferred allomorph(s) stiarily surface when the preferred
one violates higher-ranked syllable structure constsaWMe should thus expect to find e-g.
throughout the consonant-final forms in (10), contrary ti.fa

e There is what looks like epenthesis in (10d). This raisegthestion why epenthesis cannot
“rescue” any of the relevant genitive candidates— whegravith C-final stems is eliminated by
a constraint banning complex codas— while the evidentiynggesizing candidate (10d) can
win in the case of /m/-final ergatives (recall thankV/DEeP are ranked aboveARORITY above
in Mascard’s analysis of genitive in (8)). In addition tasthdeletion is found in (10e/fif,
where stem-final consonants are eliminated.

o Affixation in (10e/f/f) is opaque, because the stem-final consonant is deletede &hao
reason why, in the analyses that we have seen to this pagnphibnology should not have the
“default” or prioritized allomorph (i.e., the one that ocsiafter V-final hosts}ygu in these
cases, since the “conditioning” stem-final consonant do¢gsppear in the surface forhf

None of these facts are considered by Kager or Mascaro, estoat their attention to the
genitive. The intuitive appeal of something like PhonotagiSelection may or may not be felt when
attention is restricted in this way. After all, the point afth Kager’s and Mascar6’s treatments is that
phonology alone cannot account for the distribution ofralbophs. In any case, the idea that simple
phonological considerations account for the attestedpettioses much of its force in the context
of the ergative, where the analysis that is required for #retiye could not derive the facts without
significant modification. This raises one of the questionssitered above: if the “phonological”
constraints required for allomorph distribution must bedified on a case-by-case basis, it is hard
to see how this could be a success for Phonological Selection

Additional points along these lines arise when other casetalien into account. As a first step
towards a more comprehensive analysis of the case systesideothe “instrumental and locative”
(inst/loc) case forms:

(11) Inst/Loc (Patz 1991:265)
Env. Allomorph  Noun Inst/Loc Gloss
a. oolVl - mara mara: ‘hand’
b. stem/V:/ -la dha: dina:-la ‘foot’
b not-(co)IVI -la digarra  digarra-la ‘sand’
c. stem/rr/ -a biwurr biwurr-a ‘spear’
d. stem/C/ -nda dal dinal-nda ‘egg’
e. stem/m/ -unda guram gurgamu-nda ‘flame tree’
f. stem/n/ -nda ,dibin dulbi-nda ‘tree, log’
g. stem/C[+pall/ pda guguy gugyida ‘centre’
g. budan budaqda ‘beetle sp.’

Although there are some effects that are unique to this ¢hseg are some clear parallels
with what happens in the ergative, especially with assimiteof the affixal consonants to adjacent
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segments: specificallynda and-pda in the inst/loc correspond texgu and-pdu in the ergative.
From a comparative perspective, correspondences betiveengative and inst/loc along these lines
are unsurprising. There is a long-standing observatiohiwithe comparative study of Australian
languages that the locative case endings of the type reqiegsby Djabugayndaare similar to or
the same as thggu set of ergative suffixes, with the difference that the lagatines have the vowel
/al in place of Juft1

The series of affixes consisting of a hasal and a homorgamycpdays an important role in this
system. | refer to such morphemes with the abbreviafli@affixes

The situation in Djabugay reflects the historical connectietween ergative and locative in
part, except that the locative never surfacesygsa. For the purposes of the synchronic analysis of
the case system, there seems to be a sidgimilationprocess that applies to certain ergative and
inst/loc endings (but not to other case endings; see belmywyhich theNC-affixes acquire place
features of consonants to their left.

Assuming this assimilation rule, and an additional epesitherocess (the latter for the /m/-final
stems), VI for ergative can be reducedigu and-u. In the locative, there is, -la, -a, and-nda |
will assume for the moment that the first of these i@&/1 that triggers a lengthening Readjustment
Rule, although nothing critical hinges on exactly this ierpkntation; the notation is used to stand
in for this analysis in the discussion below.

Further reduction and decomposition is possible in bothetigative and inst/loc. In particular,
the NC- component ofggu and-ndais eliminated with /rr/-final stems, suggesting the follogi
rule:

(12) Nc-— @/ STEM/rr/-

With the rule (12), there is no need for amexponent in the ergative, and the spell out of this
case can then be reduced to the VI with the exporggt. Similarly, the-a in the inst/loc can be
eliminated as a separate exponent.

In addition, it can be assumed tHéG-affixes also trigger in some cases the deletion of stem-
final consonants.

Taking the description above at face value amounts to pgdikie following VIs:

(13) Case Spell-Out: Provisional

a. Ergative

ERG < -ggu
b. Instrumental/Locative

INST/LOC « -/ (.V)"_
INST/LOC « -la/ Vo
INST/LOC +« -nda

The full range of surface forms is derived frapgu and-ndavia assimilation and the other rules
mentioned above. An obvious question is whether this akstion is part of the normal phonology.
The behavior of other case affixes shows that it is restritbed'C- affixes in the ergative and
inst/loc. So, for example, the dative case is realizedrada after V-final stems, andgundaatfter
consonants. This latter distribution includes C-final rethmat end in a palatal, where the ergative
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shows assimilation. The dative is not subject to the samendaton (and other) processes that
affect ergative-ygu and locative-ndu Similarly, the genitive in-gun does not show assimilation.
With assimilation versus non-assimilation in mind, therfeases discussed to this point can be
arranged as followd?

(14) Assimilating versus Not Assimilating

Case Form  Env. Noun Affixed Gloss
Ergative xgu
Inst/Loc  -: coV)_  mara mara: ‘hand’
-la V() dina: dina:-la ‘foot’
-nda
Genitive -:n V_ guludu guludu-:n ‘dove’
-gun C_ ganal garal-yun ‘goanna’
Dative -:nda V_ yaba yaba-:nda ‘elder brother’
-gjunda C_ ganajgirray ganagirrayqjunda ‘younger brother’

It is clear from these facts that the morphophonologicalnaiion rule cannot simply tar-
get nasal-initial affixes at syllable boundaries, becatis®muld wrongly predict assimilation with
genitives and datives, whose exponents are also nagal-ifiihe process must be restricted -
affixes.

5.2.1 Case Decompositions

One question that arises at this point is whether, given afsebrphophonological processes that
make specific reference to ergative and locatiV€--exponents, there might be loss of general-
ization if these particular case affixes are included byitighe morphophonological rules of as-
similation etc. That is, given that the exponents of ergatnd inst/loc are quite similar to one
another—ngu for ergative,-nda for inst/loc— one way to account for the fact that there isajelr
morphophonological behavior in exactly these cases woelltbtanalyze them as sharing thec-
component as a morpheme. If the ergative wlf@-u-, and the corresponding allomorph of inst/loc
-NC-a-, then the various processes would all be applying tsdhee morpheme.

As a general point, the decomposition of case (or case-nQraffexes has a precedent in the
literature, particularly within the context of theoriestiwvFissionof morphemes (see Noyer 1997;
also Halle 1997 and Halle and Vaux 1998 for slightly diffareiews). The idea that at least some
case endings in certain Australian languages are built oother case endings— i.e., that they are
internally complex— is also discussed in the literature ®&on 2002, 5.2; this is not a proposal
that has been made for the ergative and locative, as far ashare).

It appears that in the synchronic analysis of Djabugay.etletittie motivation for positing a
shared ¥C- morpheme for ergatives and inst/loc. The inst/loc monph@ever surfaces agga, as
would be expected if there were aijg component common to ergative and inst/loc. In part this is
because: and-la appear with V-final nouns; these are the environments inlwthie default (i.e.
underlying) form of-gga should be found. Moreover, there are other places in thesysthere
the locative does not pattern as predicted if the two casepi@stion shared ayg component.
For example, if the underlying form in the inst/loc wetga, then-gga should surface after the
epenthetic /u/ in the /m/-final nouns, in the same way that we fijgu in this environment in
the ergative. The inst/loc does not show this form, and tiere reason to think that the -/nd/-
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that is found in this environment for the inst/loc derivesnfr-gga via some (morpho)phonological
process, because if this were the case, we would equallycespénd-unduin /m/-final ergatives.

Overall, it seems preferable to take the underlying reprtesien of the relevant inst/loc mor-
pheme to benda

While there is no evidence for decomposition of ergative iastlloc in a way that makes them
share a piece, breaking down case affixes is motivated inm ptmts of the system. In particular,
the dative morphemes seen above are simply the genitivehaomgs, plusda. This accounts for
the fact that, in V-final and C-final environments, the firstnpmnent of dative:nda and-gunda

mirrors the genitive:n and-gun. Within a system of case features like that advanced in Halte
Vaux 1998, these two cases have the following features:

(15) Genitive and Dative

Gen Dat
Oblique + +
Structural + +
Superior - +
Free + +

The mechanisms responsible for producing case featurbe ilamguage create nodes with the
feature specification of the dative and genitive in the appate syntactic contexts. The dative

nodes undergo the rule @fative Splitting(16a) prior to Vocabulary Insertion to yield two distinct
nodes; then the Vocabulary Items in (16b) then produce thieagkresults:

(16) a. Dative Splitting:.[+obl +str +sup +free}- [+obl +str] [+sup +free]
b. Vs

[tobl +str] < -in N__
[tobl+str] <~ -yun /C _
[+sup +free] < -da

The rule (16a) is a Fission rule that splits a node with theéufes for the dative case into
two distinct nodes. Each of these nodes is then subjected. {6hé two morphemesn and-gun
(called genitiveabove) thus win competitions for insertion under two setsimfumstances: first,
with nodes that are “genitive” in the sense of (15) from thgileing; and, second, nodes with the
feature content [+obl +str] that are the product of (16a).

Continuing with the spell out of the case morphemes, | asdhatethe case features involved
in the system as a whole are as follows (see Halle and Vaux 2258

(17) Case features

Nom Acc Gen Dat Loc Inst Abl Erg

oblique - - + + + + + -
structural + + + + - - - +
superior  + - - + - + + +
free + - + + - - + -

Putting the different aspects of the analysis togetherc#ise inflections are inserted with the
Vocabulary Items in (18):
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(18) Vocabulary Items

[-obl +str +sup -free] <~ -ngu (ERG)

[+obl -str -free] o - /(...V)_ (LOCI/INST)
[+obl -str -free] — -la N_ (LOCI/INST)
[+obl -str -free] <~ -nda (LOC/INST)
[+obl +str] <~ -n N_ (“GEN")
[+obl +str] — -qun /C__ (“GEN")
[+sup +free] — -da (DAT)

Other aspects of the surface forms of these morphemes angrddect of rules that effect the
changes described in (19), which apply to the affixes thainbeih -NC-:

(19) Morphophonological Rules

a. -NC- Assimilation:-NC affixes assimilate in place

b. Epenthesis:NC affixes have epenthetic /u/ after /m/

c. Deletion1:-NC affixes have the\C-component deleted after /rr/
d. Deletion2:C[+pal] — @/__-NC

There are two possibilities for the triggering of these nmayghonological rules. One is that the
affixes that undergo them must simply be marked; i.e.

(20) -pgu', -nda’"

The other possibility— motivated perhaps only by lookinghet assimilation effects— would
be to attempt a phonological solution, in which th&C- morphemes are underspecified to make
Assimilation an automatic consequence. Whether this wauaik for that rule, it is not the case
that the behavior of\C- affixes with respect t&penthesisind Deletionfollows in the same way.

In the end, the fact that some exponents are subject to thesegses and others are not is something
that does not derive from other aspects of the phonologyeofathguage.

5.2.2 Summary

The distribution of the genitive allomorphsn and -gun is employed in the works cited at the
beginning of this section to generate the impression thaetts strong motivation for Phonological
Selection in cases of PCA. The question that launched the detailed investigation of Djabugay
case inflections above is whether, when this sort of casemyist considered in detail, there is a
role for Phonological Selection; secondarily, whether dtzéms made for Phonological Selection
in the analyses of genitive allomorphy could generalizeniyiateresting sense.

In terms of these questions, the conclusions of this casly s&an be summarized as follows:

e MAKING PHONOLOGICAL SENSE According to the analyses from Kager and Mascaro, af-
fixation of the genitive makes partial phonological sensebught out in the discussion
above. In the ergative, however, there are many exampld§aiteon that create codas (e.g.,
all instances ofnduwith C-final stems). On the surface, ergative case is rahlmeu with
Irr/-final stems. If theu exponent of the ergative were inserted after other C-finehapthe
phonological markedness created by the resulting codadmuavoided (similar points come
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up in the inst/loc case). This does not happen. There are @fegiding this expectation—
e.g., grafting on ordering solutions in whiehis dispreferred— but these are simply fixes that
prevent the strong expectations of Phonological Seleét@n being instantiated.

e PHONOLOGICAL CONSISTENCY As noted earlier, the pattern of genitive allomorphy with
-:n and -gun only makes sense if there is no Epenthesis/Deletion. Thighest motivates
ranking DEp and Max above the constraint banning complex codas in Mascar@tysis
in (8). However, in the ergative there is both Epenthesis @gldtion. On the whole, the
system requires morphophonological rules that are spdoifiertain case affixes. This is
unavoidable on any analysis, but a consequence of thissféltai there is little potential role
for Phonological Selection when the details of the systemrcansidered.

e TRANSPARENCY Affixation of -ndain the inst/loc of /m/-final stems is found with epenthetic
/ul, just like in the ergative. In the inst/loc, the epentbesnders insertion oinda opaque,
since, in V-final contexts;la (or -:) is inserted. This kind of opacity raises a general set
of questions for theories with Global-MP. The general sessfies connected with opaque
interactions is examined in Chapter 6.

Overall, it is clear that the analysis of genitive allomoygiased on the phonological constraint
against complex codas cannot be extended to the rest of seesyatem in any obvious way. As
acknowledged in Chapter 4, and in the introductory remarltsis chapter, it is impossible to argue
against Phonological Selection by showing that it is natwaht in some system or other. At the
same time, analyzing systems like Djabugay in detail is irgpt because it provides some insight
into how intuitions about Phonological Selection line uphwdéomplex systems of allomorphy. The
factors identified in the analysis above are (i) a limiteddetllomorphs, whose distribution is de-
termined by elements in the local phonological context efrtbde showing allomorphy, interacting
with (ii) a number of morphophonological rules that applpsequent to this, changing the shapes
of the morphemes and their hosts.

My claim is not that these facts can be analyzed only by a listcdleory (although it remains
to be seen what form a Globalist account would take); ratier,point is that there is little in
this system to suggest that important generalizations @sgeah by a theory that makes no use of
Phonological Selection.

5.3 Yidip Case Allomorphy

The language Yigi- closely related to Djabugay— is described and analyzedoirk Moy Dixon
(1977a,b). The case morphology in this language shows pbginally conditioned allomorphy that
looks in some ways to be very similar to some of the patterasyaad above. There is, however, a
further set of factors that make Yjdan important case study for the relationship between marpho
ogy and phonology. The patterns of case allomorphy intevitbtan set of (morpho)phonological
processes, in a way that produces a complex pattern of vangth alternations and alternations
between “long” and “short” allomorphs of particular morptes. Crucially— and this is Dixon’s
insight into this system— these patterns can be stated iea& ahd simple fashion if morphologi-
cal and (morpho)phonological processes interact seriallsuch a way that makes the connection
between the vowel length and the allomorphic patterns opagthe surface forms.
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The relationship between allomorphy and vowel length gtesian important illustration of the
strengths and weaknesses of Phonological Selection. hgakily at the surface manifestations
of case allomorphy, it appears that an account based on Rigiced Selection is very promising
for Yidip. A theory in which a constraint requiring exhaustive fogtis able to predict many al-
lomorphic alternations. However, accounting for allontorjn this way makes the vowel length
alternations impossible to state in a simple way. Thus, vthersystem as a whole is considered,
the motivation for Phonological Selection disappears.

5.3.1 Preliminary View of the Cases
The ergative case in Yigishows the forms in (21), which are organized according tongtinouns
(21a,b), stop-final nouns (21c), rhotic-final nouns (21dyl glide-final nouns (21e):

(21) Ergative

Root=ABS ERG Gloss

a. yabi yabi:g ‘grey possum’

b. wagug wagu@gu ‘man’

C. dudum gudu:m-bu ‘father’s sister’
guban guba:n-du ‘big butterfly’
gurbirbinp nubirbip-du ‘leech’
wagal waga:l-du ‘wife’
warabal warabal-du ‘flying squirrel’

d. wudar wudh:-du ‘dew,frost’
guga guga:-du ‘large guana’
maggumbar  maggumba(r)-du ‘leaf grub’
buliyig buliyi(t)-du ‘chicken hawk’

e. gunduy gundu:(y)pddu  ‘brown snake’

Vowel-final stems shown alternating with the familiarggu, based on even versus odd syllable
count, as seen in (21a) versus (21b). Despite appearahcealtérnation does not involve distinct
Vocabulary Items; below, | follow Dixon in accounting foriiit terms of a deletion rule that applies
throughout the language. In the C-final stems, the nasal coemt is either absent (21c), or absent
along with deletion of the stem-final sonorant consonamixéﬂ‘f

Taking (21) as a whole, it is possible to posit a singjgu allomorph for the ergative, and
derive the surface forms in the morphophonology. This meguphonological rules that delete the
nasal component and assimilate the stop component to thefistal consonant. Other phonological
alternations seen throughout (21), which involve deletibword-final material, and lengthening of
vowels, are analyzed in detall in later subsections.

The locative, instrumental, and allative cases syncrétizaouns in Yidj. | uselocative+as a
cover term for this case form. The allomorphs of locativerrie are shown in (22):

(22) Locative/Allative/Instrumental
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Root=ABS LOC+ Gloss

a. by bugi-: ‘fire’

b. gabud gabudi-la ‘white clay’

C. mucam mugh:m-ba ‘mother’
wardan wargh:n-da ‘boat’
yidin yidi:p-da ‘language name’
muygal muyga:l-da ‘hole, trap’

d. bagu baggu:-da ‘fish spear’

maggumbar  maggumba(r)-da ‘leaf grub’
gupggamby  guggambuf)-da  ‘butterfly sp.’
e. gabay gaba:(yda ‘path, track’

With V-final stems, locative+ is marked by final lengthenithgne in disyllabics; with trisyllabic
nouns, the affixla appears. This pattern is related to tyéggu alternation in the ergative; the
distributional conditions under which the alternation wscare identical. However, the alternation
between lengthening anth is in some sense unpredictable as far as the phonology dgoes,isis
predicted that “long™-la will alternate with “short”-l, parallel to howgngu and-y alternate in the
ergative.14 In C-final stems, locative+ is realized as an assimilatiog $22c),-da plus deletion of
the stem-final consonant with rhotics (22d), and with adatel-pda and variable deletion of the
stem-final consonant with final /y/ (22&%

In a way that parallels the Djabugay case system, other caings do not assimilate to ad-
jacent consonants in the way that the ergative and locatx@énents do. Sets of inflected forms
illustrating this and a number of additional points of masphonological interest are shown in (23),
where nouns are organized by V-/C-final stems, and odd/exble count:

(23) Nouns/Case Endings (Dixon 1977a:57)

ooV ocooV ooC oooC

‘kangaroo sp.” ‘initiated man’ ‘hornet’ ‘tortoise’
ABS mabi mula:ri bipdin bad:gal
ERG mabisg mulariqgu bipdi:n-du  bagdgal-du
DAT  mabi:-nda mulari-nda hii:n-da  baggal-nda
PURP mabi:-gu mulari-gu pdi:n-gu  badgal-gu
LOC mabi:-@ mulari-la hidi:n-da  baggal-da
ABL  mabi-m mulari-mu bpdi:n-mu  badgal-mu
COM  mabi: mulari-yi bpdi:n-di  badigal-di
GEN  mabi:-n mulari-ni hidi:n-i badigal-ni

Throughout these forms, there are alternations betweandad short versions of the case affix:
along with-ggu-g in the ergative, there isnu/-min the ablative, andni/-nin the genitive.16

In addition to this alternation in the affixes, the forms i) 2lso show changes in vowel length.
With the exception of a few words, vowel length does not existnderlying forms in Yidp; it ap-
pears as the result of a phonological rule. Crucially, #aiggthening rule interacts with the principles
governing the allomorphic effects in the case system, abeaeen when the morphophonology of
Yidip is considered in greater detail.
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5.3.2 Morphophonological Interactions
Dixon’s (1977a,b) rules accounting for long/short alloptor make reference to syllable count, and
in subsequent approaches in the metrical framework likdnN&39 and Hayes 1982 this factor is
treated in terms of foot structure.

| assume that Yigi words are footed from left to right, with the insertion of Jrpatheses (here
and below | assume a theory like that of Idsardi (1992), Hatie Idsardi (1995), and related work):

(24) Footing:Insert ] iteratively from left to right, binary

Subsequent rules make reference to foot boundaries, atite tase of deletion, to whether or
not a particular part of the representation is footed. Wioetirig occurs with respect to Vocabulary
Insertion is an important issue; see below.

Dixon’s analysis involves two rules for the vowel-lengthddang/short allomorph alternations.
The first rule,Penultimate Lengthening PaAccounts for the long vowels seen in the forms above.
This rule creates long vowels in the penults of odd-sylldbberds. As recognized by Hayes (1982)
and others following him, this process refers to foot sttt it can be stated as follows (cf. Hayes

1982)17
(25) Penultimate Lengthening Pko|o# — oo:]o#

Clearly, this rule follows the footing rule in (24).

The second rule of the phonologyA#ial Syllable Deletion FSDwhich accounts for long/short
alternations in affixes, both in noun inflection, and elsewhie the language. The effects BL and
FSDtogether are illustrated in (26), which shows the Presersgtaffix-n and the Past tense affix
-nu in combination with even- and odd-syllabled hosts:

(26) Dixon 1977a:44

Even Odd

gali- ‘go’ madinda- ‘walk up’
Pres. galig madi:nda
Past galip magdindaqnu

Present tense shows the expongnT he exponent of past tense has the fepm and it surfaces
in this form in quadrisyllabienaginda-nu. In the case of the vertali ‘go’, the nucleus of the final
syllable is deleted, yieldingi/ on the surface. This is the same rule that applies througheiwcase
system, to yield the alternation between eggu and-y for the ergative case.

The interaction oPL andFSDaccounts for a significant part of the morphophonologicaten
of the language. An important component of Dixon’s analggi¥idin phonology is the proposal
that FSDis ordered aftePL, as (27) shows with reference to some different hosts andaamafg

(27) Nlustration ofPL and FSD

\ gali-PAST maghda-DAT-SUB bga-ERG bpa-GEN
Input galiqu magndaqu-nda bpaqggu  bua-ni
Footing| gali]-nu mad]ndaqu]-nda bwalggu  bupal-ni
PL gali:]-nu mad]ndaqu:]-nda  bwa:]-ggu  bwya:]-ni
FSD gali:n] madijndaqnu:-n] bua:q] bupa:-n]
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WhenFSDapplies afterPL in this way, it renders the distribution of long vowels opaguihis is a
significant point for assessing the potential contribigion Phonological Selection in the analysis

of this system; see 5.3.5.
The details ofFSDare complicated; Dixon’s formulation of the rule (19770:48hich involves
a number of conditions that must be unpacked, is as follows:

(28) Dixon’s Final Syllable Deletion Rule

XV 1C1(Co)Volt —s XV 1C#

a. if XV1Cy(Cy)V# is an odd-syllabled word;
b. and G is one of the setl(r, 1, y, m, n,n, ) of allowable word-final consonants
c. and there is a morpheme boundary betweean G

The condition (28a) specifying the syllable-count is dilgan terms of foot structure, exactly
as withPenultimate Lengthenirgbove (cf. Hayes 1982 and Nash 1979). Beyond sensitivitydb f
structure, three other aspects of the deletion processrecfymther comment. The first is that the
rule applies only toopenfinal syllables. The second and third are (28b,c): the “atadse final
consonant” condition and the “morpheme boundary” condit@spectively.

Dixon motivates the need to restrict the rule to deletion o syllables with examples like
those in (29);

(29) Examples

a. gali‘go’

gali- Comitative+Conjugation-l galija-l, *gali:y
b. gali‘go’

gali-Causal Subordinate gafiu-m, *galiyn
c. magnda ‘walk up’

macinda-Present mdohda+, *madi:n

In each of these cases, affixation produces a closed wordsfill@ble that is not deleted bySD. It

is possible that some of the examples that are intendecusrgite this particular restriction derive
from other factors. However, | will assume for present pggsothat only open syllables are deleted,
and build this directly into the structural description bétrule. This assumption could potentially
be simplified but it is not critical for the interaction £ and FSD.

The “acceptable final consonant” condition (28b) and “merpk boundary” condition (28c)
are more important for the general set of phonology/moglissues under consideration here.
The statement of the former condition makes it look like tieteis blocked when it would create a
problem for syllable structure: only possible word-finagsents may precede deleted material. In
this way, it appears to require a kind of “lookahead”, in whilse application of the deletion process
is determined by properties of the output. The kind of exantipht motivates this condition is seen
in (30):

(30) mabi, mabi:-gu, *mabi:-g = ‘kangaroo sp.-PURP’
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That is, /g/ is not possible word-finally, and there is no tiefeof final /u/.

The morphological boundary referred to in (28c) also ingilks connections between morphol-
ogy and phonology. The motivation for this restriction it as easy to see as the motivation for the
other conditions. Its effects are seen in cases in whichglbgitally identical words show different
behavior with respect t6SD, in a way that correlates with differences in morphologitalicture.
The example in (31) illustrates this restriction:

(31) bipdin, bipdi:n-gu, *bipdi:n = ‘hornet-DAT’

There is no problem with the final consonant here, stgo@ccurs after a C-final noun, and could be
deleted as a whole to leave admissible /n/ in word-final pisiHowever, the morpheme boundary
condition is not met in this form: there is no morpheme boupndeetween \{ (the second /i/ of
bipdin) and G (the final /n/). Theras a morpheme boundary between éand G (the final /n/ of
the Root, and the initial /g/ of the purposive affix), but tfast is irrelevant to Dixon’s rule, and now
it is clear why. Evidently, there must be a morpheme bountatween the consonant to the left of
the deleted material, and the material to that consonagft’s |

One possible response to the effect in (31) would be to saythieafailure to delete is the
result of another factor, which prohibits the deletion ofirenmorphemes. In all of the other cases
of deletion seen to this point, there is an overt piece remgiof the morpheme that is partially
deleted (recall the “short” case and tense forms). In thethgiical deletion in (31b), the deletion
process eliminates the entirgu morpheme, which might suggest that the morpheme boundary
condition actually reflects a ban on the deletion of entireghemes.

Additional forms show that there is at least one type of caseraran entire -CV affix is deleted
by FSD The examples in (26) show past tense verbs, which haveftkesai. With disyllabic verbs
like wawa:-l, where thel is the conjugation marker, the past tense form shows no deese affix.
This follows fromFSDas formulated by Dixon:

PL FSD
(32) wawa-lpu — wawa:-liu — wawa:-|

Notice that in the case afawa:-|, there is a morpheme boundary betwegn(Me final vowel
of the stem) and C(the conjugation market).

An alternative to positing=SDin this type of case, such as treating the@ alternation in the
past tense as suppletive allomorphy, requires an anatysidich the past tense morpheme has a
-@ allomorph only with verbs of a particular phonological sigech that this allomorph appears in
environments that are associated witBDelsewhere in the language. It also makes the vowel length
on the second syllable efawa:l mysterious, since, as a final syllabRl. cannot have applied to
give this length. On the other hand, positingpa that is deleted byrSDallows a straightforward
treatment of the vowel length in terms BL.

In sum, it appears that a ban against “whole morpheme deleisonot responsible for the
non-deletion ofguin (31b).19

5.3.3 (Re)analysis
From the review of Dixon’s deletion rule, the two aspects=&D that need to be accounted for
are (i) the effect that bans deletion after impossible wigrdl consonants; and (ii) the (somewhat
odd-looking) morpheme-boundary condition.

The first restriction can be reduced directly to factors tlatiot involve lookahead. In particular,
the fact that~inal Syllable Deletiordoes not apply when it would produce an impossible word-final
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consonant derives from the fact that deletion occurs ongr abnorants. This can be written directly
into the deletion rule, as a contextual condition.

The second condition, which seems to directly implicatentiogphological structure, reduces to
the way in which deletion is sensitive to foot structure ayithbification. The effects of this condi-
tion can be captured if the deletion rule eliminates unfdobaterial that appears after unsyllabified
sonorants.

Taking these points into consideration, the ruleR8D is formulated as in (33), where the
notationa® is employed for a syllable that is not footed, and materigieid tox is unsyllabified?0

o° X
(33) Final Syllable Deletion: | —@I ] _#
(C\V C[+son]

The derivation of the ergative case forms for a vowel-finallifabic and trisyllabic nouns is
illustrated in (34). In these derivations, it is assumed tha Root is syllabified and footed before
Vocabulary Insertion (V1) applies to functional heads etted to the Root. Following VI at these
nodes, a second round of syllabification and footing apptiedbe exponents of the nodes that have
undergone VI, and then the phonological rulls FSD, andI-'\’esyllabificatiorappIy.21

(34) Derivation of-g affixation (yabi‘grey possum’mula:ri ‘initiated man’)

yabi-ERG  mulari-ERG  Input

yabi]-ERG mula]ri-ERG Syllabification/Footing
yabi]-ygu  mulaJriggu VI

yabil-qgu  mulaJriggu]  Syllabification/Footing

yabi:]lqgu —-— PL
yabi:]q —-— FSD
yabin] mula]rin-gu]  Resyllabification

The syllabification that takes place after VI looks at therpilogical representation of affixal
material. In sequences of affixes, likepu Conjugation-Tense, or for affixes likggu ergative,
syllabification after VI produces a representation in which initial segment is unsyllabified. As
shown in the derivation in (34Resyllabificatior integration of these segments with the already-
syllabified Root— occurring late in the derivation, affélr and FSDhave applied. This is crucial in
explaining the cases that motivated Dixon’s “morpheme dawyi’ condition.

To illustrate how this proposal captures the effects of Diganorpheme boundary condition, |
will employ the paiwawa-l51u ‘see-CONJ-PAST’, which surfaces with the final syllablestet as
wawa:l, versusguygal-du‘bandicoot-ERG’, which does not shoSDand surfaces aguyga:ldy
not*guygal. In the analysis that implements deletion with (33), théedénce between these forms
has to do with the way in which material is footed, dependingmhether or not it is part of the
Root’s phonology, or the exponent of a morpheme that unésr§6. Prior to VI, thewawaform
and theguygalform have the representations in (35):

(35) Representations prior to VI

a. wawa]-CONJ-T[past]
b. guygal]-ERG
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When VI occurs, the exponents of the morphemes CONJ, T[past] ERG shown in (36) are
inserted, and Syllabification and Footing apply:

(36) Representations after VI

a. wawal-lau
b. guygal]-du

In each of these examples, no new feet are created in thedsegde, because the footing processes
groups only sequences of two syllables (i.e, it createsrpifeget). The affixal materighu and-du
is unfooted, and thus potentially able to undefeD.

The important asymmetry that accounts for why there is deletith thewawaform but not the
guygalform is that in (36a), the sonorant is unsyllabified, wheiieg86b), it is syllabified as part
of the root. It follows that Root-final sonorant consonatikg the final /I/ ofguygal cannot trigger
deletion, since thé&SDrule is triggered only byinsyllabifiedsonorants. On the other hand, affixal
sonorants, like the conjugation /I/ imawa:-|, are outside of the foot boundary. This consonant is
not syllabified with the Root, anBSDapplies accordingly.

The analysis of the different rules of Yjddiscussed above, and incorporating (33), is illustrated
in (37) for nouns and verbs of different sizes; Syll/Footr@biates Syllabification and Footin?tﬁ

(837) FSD and “Morpheme Boundaries”

‘bandicoot’ ‘see’ ‘tortoise’ ‘go’
guygal-ERG  wawa-CONJ-PAST bm@dl-ERG  gali-COM-CONJ-PAST  Input
guygal-lERG wawa]-CONJ-PAST hddal-ERG gali]-COM-CONJ-PAST Syll/Foot

guygal]-du wawa]-lpu bad]gal-du galilga-lu Vi

—-— —-— badlgal-du] gali]-ga-lu] Syll/Foot
guyga:l]-du wawa:]-lpu —-— —-— PL

—-— wawa:]-I —-— —-— FSD

—-— wawa:l] -— —-— Resyill.

To summarize, the work done by Dixon’s morpheme boundardition is done on this analysis
by the requirement that an unsyllabified sonorant preceglel¢teted material. Sonorants that are
part of the root are syllabified early, in the first applicatif Syllabification and Footing. In some
cases affixal sonorants cannot be syllabified with otheradffhaterial; moreover, these consonants
are not Resyllabified as codas until late in the derivatidmesE sonorants triggérSDwhen the
other conditions on this rule are met, whereas Root-finabisoris do not. This produces an asym-
metry with respect té-SDthat is derivative of morphological structure.

5.3.4 Putting the Components Together

Although the phonological processes required in this systee complex (for deletion in particular),
the overall analysis is one in which the surface complexagurces to an analysis in which there is a
small set of Vocabulary Items, along with a set of phonolalgaperations that apply to these. The
Vocabulary Items required for Yigiare as follows (for simplicity the cases are not decompasied i
features)g3

(38) Vis for Case
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ERG < -ggu
LOC « -la
PURP < -gu
DAT <~ -nda
ABL < -mu
COM « i NT
COM « -di [/C™__
GEN < -ni

In addition, the phonological rules posited above must Ipdiegh in the order shown at the end
of the preceding subsection.
Beyond this, there are a few additional points that have todbed:

e For the locative+ of a vowel-final disyllabic host, the ruggen above produce final; so,
for e.g.buypi ‘fire’, locative+ should béougi:l. As noted earlier, these forms surface with final
lengthening:bugi:. The deletion of the final /I/ is something that has to be agisined by
some additional rule, on any analysis.

e Forms with the ablative do not under@enultimate Lengtheningnless the syllable in ques-
tion is closed prior to affixation. Thus we fifdipa-m ‘woman-ABL’ rather than the expected
*bupa:-m, butguyga:l-mu‘bandicoot-ABL’ with a long vowel.

e The dative morphemendais not subject tainal Syllable DeletionThus we findmabi:-nda
‘kangaroo sp.-DAT’, notmabi:-n.

Overall, the analysis of Yiglilooks very much like the analysis of Djabugay advanced above

5.3.5 Phonological Selection Obscures Generalizations
An important aspect of the analysis presented above, onghvibilows Dixon’s rule-based treat-
ment, is that morphology— specifically, Vocabulary Insert and phonology are distinct. This ar-
chitectural assumption allows for a uniform explanatior{ipthe distribution of vowel length, and
(i) the alternation between “long” and “short” allomorpb&the case affixes. It is not clear how
these two effects can be correlated in a surface-basedeagtbecause deletion renders the distri-
bution of long vowels opaque: long vowels that derive frBemultimate Lengtheningften appear
in word-final position because of the applicationFahal Syllable Deletion

The correlation between these rules is important becausepthe Yidip case system might
appear to be a promising case for Phonological Selectiaitdhtion is restricted to the long/short
allomorph alternation, the choice of allomorphs of the #vgacase in e.gnabi: versusbadigal-
du might suggest an analysis in terms of syllable structuresttaimts: choose the -CV allomorph
when the -C allomorph would produce an unacceptable woed-filuster or a violation of a con-
straint against complex codas *CC. Moreover, the “longémadants are affixed to hosts with an odd
number of syllables, to yield words that can be exhaustipalssed into binary feet. This suggests
a role for RRSE-SyL, which penalizes representations with unfooted mateislshown in (39),
PARSE-SYL must be trumped by the condition against complex codas *Q@ghwis distinct from
the general WCODA constraint that appears lower in the ranking (houns herenats ‘kangaroo
sp.’, muygal‘hole, trap’, andmula:ri ‘initiated man’).24
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(39) Phonological Selection in Yigi

*CC | PARSE-SYL | NoCoba
a. O mabi:q] *
mabi:]qgu *
b. muyga:lg] * *x
0 muygal]-du * *x
C. mula:]ri4 *| *
O mula]ri-ggu] *

Looking just at the case morpheme alternations, (39) detive correct results for this partic-
ular allomorph alternation, and it does so with phonoldgicmstraints. Thus far, the prospects for
Phonological Selection are good. However, this type ofyaislencounters immediate difficulties
elsewhere in the system: specifically, it precludes a sttdmyward metrical treatment dPenulti-
mate LengtheningThe simple conditioning environment for this process—yftimate syllables of
the type specified above— cannot be appealed to, since, arafrsia like the one given in (39), the
long vowels in (39a) and similar cases are word-final.

Appealing to some other metrical factor to account for lergt.g., the idea that (final) iambs
have lengthening, framed in terms of a preference for unéwers— does not look promising.
Absolutive forms that are disyllabic and phonologicallgmtical to those with lengthening do not
show long final syllablesguban‘big butterfly’, for example. Nor, for that matter, do quasiiiabic
words (e.gbadigaldu ‘tortoise-ERG’) show lengthening of the final vowel.

One possible attempt at a fix to this problem would be to ditiienouns of the language into
distinct noun classes, based on their behavior with respecivel length. The nouns would fall into
one of the following two classes: an “even” class in which rgloowel appears in affixed forms,
and an “odd” class, in which a long vowel appears in the basa {that is, the Absolutive). The
idea would be to make the length alternation (at least in stases) “morphological”, so that there
are two “declension classes” in which class membership rkedby length in the ways described
above.

This type of approach does not appear to be on the right trstakie most basic level, it would
fail to explain why there should be two distinct noun clasgdeBned morphologically, with long
vowels being found in one class word-finally, in the othesslan penultimate syllables. Given that
verbs show a similar set of alternations, in the same phgitab environments, trying to make
length a morphological manifestation of noun-class mesthpris missing the poir?%f5

Thus while it looks like Phonological Selection might haeengthing to say about the allomor-
phy of case affixes, it can only do this at the expense of arysisabf PL. The Localist analysis
presented here takes allomorph selection and morphopdgpnad be distinct. It accounts for the
facts, and does so in a way that accounts simultaneoushefarglizations about affix allomorphy
and the length distributions.

5.4 Conclusions

This chapter examines Phonological Selection, as one wyoking at the architectural premise
that morphology and phonology are computed in the same igkystiem (Global-MP). Strong
Phonological Selection— the idea that the phonology aloffecaes to determine all cases of PCA-
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was shown to be untenable in the early literature on allompip OT. It is simply not the case

that the “regular phonology” suffices to produce the rightgras in PCA. The broader question
that is addressed subsequent to this is whether there isvaggnee that Phonological Selection
is nevertheless required, even in “hybrid” theories th&biluce morphological ordering into the
picture. The answer seems to be negative: the only argurmefatgor of these Globalist approaches
are conceptual; i.e., they stem from Putative Loss of Gdimation.

Moving beyond this into the more complex case studies of jaly and Yidp case inflections,
the discussion centers on the intuition behind Phonolb@etection, and the question of whether
Globalist analyses of allomorphy can generalize. Whatopgsed above is that the proper analysis
of these systems involves an architecture in which conipetior insertion (morphology) is sharply
distinguished from subsequent phonology. As shown in tlagyais of Djabugay cases, the idea that
Phonological Selection is necessary fades when the treatmaves past a few carefully selected
forms. Even in cases where there appears to be prima fageddpr “output” considerations, like
in Yidip, a careful consideration of the relevant facts shows thatstirface phonology does not
drive allomorph selection, and that surface-based armlysss important generalizations.

One possible move for a Globalist theory would be to say thaif ahe effects studied in this
chapter are simply morphological in nature, and that Gieb#ieories like OT are not responsible
for them, because such theories are instead directed atlymoarkedness-related) phonological
patterns. This is a sort of non-answer. A theory of phonologist take morphology into account,
because phonological effects are seen in complex forms.

In the end, arguments about intuitions are inconclusiveoimgarison with arguments about
empirical predictions. The most important predictionsa@n cases in which local and global for-
mulations of the principles driving a particular alteroaticonflict with one another. These are the
topic of the next chapter.
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6
Potentially Global Interactions are Resolved Locally

This chapter looks directly at the empirical predictionatttistinguish Globalist and Localist the-
ories; in particular, it is centered on possible forms oflewice in favor of global computation of
morphology and phonology. In the abstract, this means amagt showing that the morphological
and phonological properties of some structure in some agg@are computed in a way that cannot
be analyzed in a Localist theory.

The type of argument that dominates the discussion beloasisdon scenarios in which global
requirements effectively “override” other, more local nealerations; schematically, this type of
case is stated in (1) in a way that is tailored to the discassid®CA:

(1) GLOBAL INSTEAD OF LOCAL INTERACTIONS Cases in which local phonological con-
siderations favor one allomorph, whereas global consiidas- e.g., brought about by the
phonological form of “outer” affixes, or the phonology of thatire word— favor another
allomorph, where it is the latter that is chosen.

More specifically, (1) refers to cases in which there is mb@ntone allomorph for some mor-
pheme, e.gz1, 2, x3, such that (i) there is phonological conditioning of thetrdigition of these
allomorphs; and (ii) in a case where “local” conditioningju@eszx, and global optimization re-
quireszs, the language shows;.

When cases of this type are examined in greater detail, @gsiple to identify different types of
effects that fall under the general heading of (1); the foltg subcategories are examined in detail
below:

(2) Possible Instantiations of (1)

a. “UNCONDITIONED" A LLOMORPHSYPHONOLOGICAL EFFECTS Theories with (at least
some) Global interaction between morphology and phono(@jgbal-MP) allow for
what look like locally “unconditioned” allomorphs to be arsed, or locally “uncon-
ditioned” phonological effects to be found, in cases in whikis results in globally
optimal outputs.

b. (PHONOLOGICALLY-DRIVEN) ALLOMORPHIC VACILLATION : Globalist theories pre-
dict that there should be cases in which the allomorph thahasen for part of the
paradigm of some Root differs from the allomorph chosen atlzar part of the paradigm.
In such a case, different allomorphs are inserted for theegoot in a way that depends
on the global phonological context. The head showing tHerdifit allomorphs can be
said to showAllomorphic Vacillationin this scenario. Crucially, these hypothesized ef-
fects could go beyond the local types of outwards-sensiieenorphy predicted by the
theory of Part I.
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The search for (1) and its manifestations in (2) connecth aitother point. In many cases of
PCA, phonological processes make selectipaqueby removing from the surface form the phono-
logical factor that determines the choice among competiograrphs. Questions about opacity are
natural in the discussion of Globalist versus Localist tle=) for reasons that dominate discussion
in the phonological literature on Parallel versus Seritd/oonstraint interaction (see ldsardi 2000
for one overview).

The introduction of opacity into the discussion of allomuoyghighlights the architectural pre-
dictions of Globalist theories. While it is true that opagliemorphy presents certain challenges for
theories that deny Serialism (see, for different perspestiVaux 2003, Lubowicz 2005, Aranovich
et al. 2005, Paster 200), and Bye 2007), there is a sense ohvw@ibbalist theories also predict
global effects that go far beyond normal opacity. Casesisfiditter type are crucial to understand-
ing the strong predictions of Globalism. The discussiorowetherefore advances via a general
discussion of opacity in PCA in 6.1, with the two types of ‘ig# over local” effects outlined in
(1)- UNCONDITIONED ALLOMORPHY and ALLOMORPHIC VACILLATION — at the center of 6.2
and 6.3. The main thrust of these sections is that there aratisns in which the strong predic-
tions of Globalist theories— those in (1)/(2)— could be séem that the interactions that are found
in actual languages are those expected in a Localist framkewoparticular, there is no evidence
for UNCONDITIONED ALLOMORPHY, and in cases where a morpheme is expectedAoi \ ATE
based on the shape of outer morphemes, no such alternafimmis. Thus, the strong predictions
of Globalism are not borne out.

In cases in which ALOMORPHIC VACILLATION perhaps should occur, but it does not, it could
be argued that this is the result of of constraints that fireesame allomorph to be chosen through-
out a “paradigm”:RRADIGM UNIFORMITY, in the sense of Kenstowicz 1996 and related work. In
6.4, this point is addressed with reference to cases of ‘augsvsensitive” allomorphy. Cases of
this type show “non-uniform” paradigms. At the same timesth cases show allomorphy condi-
tioned by local, adjacent morphemes, not by phonologicapgrties of the word. In other words,
the strong predictions of Globalism are not attested, wdrgthradigms are uniform or not.

6.1 From Opacity Effects to Global Interactions

Opagque interactions are generally held to be problemati©fttimality Theory, for reasons that
have been amply detailed in the phonological literatureisT the idea advanced above- viz. that ef-
fects that are related to opacity are important for undeditey the strong predictions of Globalism—
requires some unpacking.

Opague allomorphic selection is in evidence in several efeékamples studied in preceding
chapters, including Haitian Creole definite allomorphy ih,%nd many of the case affixes seen in
Djabugay and Yidi in 5.2 and 5.3. The defining property is that these casesvie\@d phonolog-
ically conditioned allomorphy conditioned by some elemarthe host, and (ii) additional phono-
logical processes (often, but not always, deletion) thadee the allomorphic conditioning opaque.

In the Haitian Creole definite, for exampla,is inserted after V-final nouns, arld after C-final
nouns. In the subset of the V-final nouns that have epenthésisthe [+ATR] vowels— a glide is
inserted. Viewed sequentially, this looks as followstato ‘boat’:

(3) Sequence
a. Input: bato-DEF
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b. VI: bato-a
c. Glide Insertion: batow-a

In a theory without serial steps, however, there is a printéefdifficulty with batowa The
presence of the glide in the surface form makes it effegtieeinsonant final, such that, all other
things being equal, thda allomorph is expected. Put slightly differently, the sadalistribution
of allomorphs is complicated by this effect: the allomorph appears on the surface after both
consonants and vowels, wherelsappears only after consonants.

In a Serialist theory with intermediate derivational stepss kind of interaction is expected.
Specifically, in the representation that is accessed foabolary Insertiona is inserted, since at
that stage of the derivation, the definite morpheme is nex towel-final host. In this type of
analysis, it can be said that the definite morpheme is inLti@al Conditioning Environmerfor
the insertion of-a when VI takes place. In Serialist theories, then, the faat the conditioning
factor for some change is not “local” to the locus of the clemgasurface formis irrelevant; the
point is that at an earlier derivational stage where thevagiecomputation (in this case, Vocabulary
Insertion) is executed, the Local Conditioning Environtrfen the computation is found.

The notion of Local Conditioning Environment is crucial toderstanding the predictions of
different frameworks. In the domain of phonological intdians, Globalist and Parallelist theories
like Optimality Theory effectively dispense with the iddwsat being in a Local Conditioning Envi-
ronment is what determines a form changing in a particular. Wwestead, whether or not a surface
form is changed relative to the input is determined by théally interacting system of constraints.
This makes the notion of Local Conditioning Environmentplgginomenal; to the extent that there
are local interactions, this is entirely derivative of tHelmal system of constraint interaction.

This architectural claim of Globalist theories has cleansemuences for which factors are po-
tentially visible for the purposes of allomorphic selentiGlobalist theories allow for a multitude of
non-local interactions, of which standard cases of opagitya subtype. Although surface-oriented
theories might have difficulties with “standard” cases odcify, the other types of allomorphic in-
teraction that are predicted to exist if there are no Localdtmning Environments are crucial for
testing the predictions of Globalism.

6.1.1 Opacity and Global Interactions

Some initial points about opacity and its relation to globfiécts can be made concrete with ref-
erence to a textbook example of opacity: epenthesis in Srfdee e.g. Lewis 1967, Kager 2000).
The 1s possessive morpheme has the fermit surfaces as such after vowel-final nouns (4a); after
consonant-final nouns, affixation @his accompanied by epenthesis, so that, as seen in (4b), there
is a vowel inserted between the final consonant of the hosthamdh suffix:

(4) a. Olcl ‘measure’
Olci-m ‘my measure’
b. el ‘hand’
el-im ‘my hand’

The opacity involving them morpheme arises in cases in which the epenthetic vowel eppea
after a velar consonant. Turkish has a phonological ruleethr Deletiorwhich deletes such con-
sonants intervocalically. So, fajak ‘foot’, the first singular possessive formagamm. In a theory
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with ordered rules, this effect is analyzed with a derivatilo which Epenthesiss ordered before
Velar Deletion

(5) Example: ajak ‘foot’-m 1sPoss

ajak-m  Input
ajakim Epenthesis
ajaim  Velar Deletion

Putting to the side various ways in which surface-orientesbties could producajaim over
e.g.*ajam, there is a general point here for the study of global inteyas. The effect seen in (5) is
one in which an epenthetic vowel appears in an environmewhinh it is not locally conditioned
on the surface. The Localist theory accounts for this witthedng: the structural description for
Epenthesis is found at an intermediate stage of the refediErm so that the epenthetic vowel is, in
the terms employed above, locally conditioned.

While this particular type of surface-unconditioned efffescdifficult for OT, the broader point
is that locally “unmotivated” effects are in principle nopeoblem for theories that espouse Glob-
alism. As stressed above, one of the defining propertiesabf theories is the ease with which they
dispense of the notion dfocal Conditioning Environment hus, the fact that a “change” occurs in
a way that does not seem locally motivated in surface forrmeigproblematic in general. Rather,
the problems in the specific case of Turkish Epenthesis (dref cases like this) are the following.
First, there are no obvious, phonologically natural faxiorthe surface form of the word that would
produce the actual form (i.e., that would motivate epeﬁssblésSecond, by orderingpenthesibe-
fore Velar Deletion the serial theory provides an obvious solution to why thendetic vowel
appears in spite of not being between consonants on thessurfa

6.1.2 Over-/Under-application in Allomorphy?

Whatever solution is offered for “standard” opacities df thipe discussed immediately above, the
crucial point for present purposes is that theories withb@lMP predictoverapplicationandun-
derapplicationin allomorphic selection, in the same way that overappboaand underapplication
are predicted in the phonology. This can be seen when thitiémiioehind standard OT treatments
of overapplication in reduplication are extended to allophdc interactions.

Recall that the general idea in Globalist theories is thattwgrelevant for surface phonological
form is not whether a particular element is in a configuratiwat triggers a change. Instead, the
change happens when the overall constraint ranking préfersandidate with the change, even if
the Local Conditioning Environment for the change is notnidun the surface form. This type of
reasoning is illustrated in (6), which shows McCarthy anithé&’s (1995) analysis of overapplica-
tion in Tagalog /paN-RED-pu:tul/, which surfacespgsmu-mu:tul In this example, the stem-initial
Ipl surfaces as /m/, even though it is not adjacent tpéte-affix that triggers nasalization. The anal-
ysis involves the interaction of three constraints: a Phagical Constraint that forces “mutation”
of /p/ to /m/, a constraint requiring Base-Reduplicant tdgnand the standard [-O Faithfulness
constraint:

(6) McCarthy and Prince (1995) analysis
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\ IpaN-RED-pu:tul/[| Phono-Constraift B-R Identity 1-O Féiimess|

a. pam-pu-pu:tul| *!
b. O pa-mu-mu:tul *
C. pa-mu-pu:tul *

The stem-initial /p/ surfaces as /m/ in the winning candida¢cause base-reduplicant identity out-
ranks the faithfulness constraint that penalizes canefidatith changes to the underlying form.
Thus, even though the relevant /p/ is not in the Local Comdiitig Environment associated with
the /p/~/m/ mutation, it surfaces as /m/ because of the identity tcaims. In this way, the global
constraint ranking enforces a change that is not localleetqa based on the surface form.

The general effect that is seen in this type of analysis caaled NON-LocAL (NL) A PPLICATION:2

(7) NL-APPLICATION: An effect is found in a surface form even though the effectascon-
strained to its (typicallocal Conditioning Environmenbecause the constraint system al-
lows global forces to override local ones.

The particular example from Tagalog analyzed in (6) doeslimettly involve Globalism in the
Global-MP sense. While it involves apparent “action at dagise”, in the way described in (7), it
is not the same kind of allomorph selection that is studieduhhout this book. However, the type
of interaction that it shows can easily be formulated in a W& implicates Global-MP as well, to
yield predictions about Phonologically Conditioned Allorphy (PCA); this is the topic of the next
section.

6.2 Allomorphy and NL-APPLICATION

“Standard” opacity effects are a subcase of NERPAICATION, i.e., the subset in which the serial
theory would have the effect derive from local conditionlmgan element at an intermediate stage
of a derivation. While standard cases of opacity are comdjémiocalist/Serialist theories, the gen-
eral type of NL-APPLICATION allowed by Globalist theories— i.e, the general principiat tglobal
effects can trump local conditioning in ways that do not Imeolocal interaction at intermediate
stages— defines a range of cases that cannot be analyzed aalestLapproach. Identifying the
properties of these cases is a crucial step in understatitgngredictions of Globalism.

6.2.1 Turkish 3s Possessive

A case of allomorphic selection which illustrates the poitisy of NL-A PPLICATION is found in
the 3s Turkish possessive morpheme (see Lewis 1967, Cars@d7, Kornfilt 1997, Aranovich et
al. 2005, Paster 2006). This appears to be a relativelyghtifarward case of (C)V allomorphy, with
-sr after vowels andr after consonants (vowel harmony also affects the vowel corapt; examples
from Paster 2006):

(8) Two allomorphs: r(after C); -s (after V)

a. bedel-i ‘its price’
ikiz-i ‘its twin’
alet-i ‘its tool’
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b. fire-si ‘its attrition’
elma-s ‘its apple’
an-si ‘its bee’

The alternation betweessr and -1 interacts with the process &felar Deletion; described above.
Recall that this rule deletes velars intervocalicglly:

(9) \Velar Deletionk —@IV_V

The 3s possessive allomorphis inserted after /k/-final stems. This produces the enwiemt
for Velar Deletiorp which then applies to yield forms that have hiatus, anddhatpaque in terms
of allomorph selection:

(10) actk ‘hunger’; act-1 ‘its hunger’
bebek ‘baby’; bebe-i ‘its baby’
gerdanik ‘necklace’; gerdand: ‘its necklace’
ekmek ‘bread’; ekme-i ‘its bread’

Assuming a Localist theory like the one in Part | of this bablen, and on the further assumption
that the-si/-1 alternation involves competition between two distincbalbrphs, Turkish has the Vis
in (11)4

(11) [poss]~ -si/V__
[poss]« -1/C__

After Vocabulary InsertionVelar Deletionapplies in the phonology.

For Optimality Theory, these facts present a general aingdiein the way that is typically the
case with opacity. Whatever solutions might be proposedhiar particular case, the Turkish 3s
allomorphy— and some hypothetical variants of Turkish irtipalar— illustrate the predictions that
Globalist frameworks make concerning NLPALICATION.

6.2.2 NL-Application: “Overriding” Local Concerns

Informally, Localist theories are incapable of accounfimg‘look ahead” conditioning, of the type
in (12):

(12) Insert affixz in a particular environment, unless doing so creates anginadde represen-
tation due to the interaction with other phonological or pfmogical processes that occur
later in the derivation.

In the terms employed above, a theory with NIE#LICATION could easily derive such effects.
They would not involve “look ahead”, obviously, but insteacconstraint ranking in which the
global system produces a result that looks surprising froenpterspective of a theory in which
computations are restricted to apply in Local Conditioriitmyironments.

Schematically, the specific manifestations of NIe#LICATION that are expected by Globalism
can be seen as types of overapplication:
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(13)

a. ALLOMORPHIC OVERAPPLICATION: A locally “unconditioned” allomorph is inserted

instead of the expected one, because when the whole wolkkis itdto account, the net
result is better.

Example (TurkisH): In the Turkish case aboves: is inserted after velar-final stems,
in order to avoid the hiatus created bglar Deletion This would yield e.gbebek-si
(Viewing this as allomorphicnderapplicationof the-r allomorph amounts to the same
thing.)

. ALLOMORPH-DRIVEN PHONOLOGICAL OVERAPPLICATION: Rather than inserting

an “unexpected” allomorph to avoid a problem, it should dsopossible to see the
surface results of a phonological change, even thoughvisoement for application is
not met locally.

Example (TurkisH'): In the Turkish case above, deleting the velar /k/ and insgrtr
to yield bebe-si

The specific analyses of the patterns in (13) can be sketchadvay that illustrates the basic
point. Beginning with Turkishin (13a), if a constraint penalizing hiatus tAtus is ranked higher
than the *\KV constraint that enforces velar deletion, then &1 alternation could be analyzed
directly as a case of Phonological Selection, where, eixalyswith velars, the “local” effect that
selects-r with C-final hosts is overridden. This analysis is shown ih)(Ivhere (14i,ii) show the
simple cases of allomorphy, and (14iii) the tus-driven allomorphic overapplication effeet:

(14) TurkisH

fire-si/-1 || *HiaTus | *VKV | MAx(C) | NoCopA |

a. O fire-a
b. fired || *!
| (i) bedel-s/-1 | *HiaTUs | *VKV | MAX(C) | NoCoDA
a. bedel-s *
b. O bedels
C. bede-s *
| (i) bebek-s/-1 || *HiaTus | *VKV | MAx(C) | NoCopA
a. (0 bebek-s *
b bebeke *
C. beber || *! *
d bebe-s *|

In the analysis of Turkish the simple cases of allomorphy betweanand -r emerge from the
interaction of the constraints *\IldTUs and NOCODA. The constraint Mx (C) prevents deletion of
consonants, and rules out other conceivable surface fokegtdede-3. Because of the way that
the constraint drivingselar Deletion*V KV interacts with these constraints, the optimal candidate
for velar-final stems ibebek-g with -sr instead of-1. The net result of this constraint ranking is a
version of Turkish in whichsr is optimal for velar-final stems, because this allomorphicdavoids

both hiatus and intervocalic vela?s.
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The Turkish example shows the insertion of what is, in effect, a localiganditioned allo-
morph, as outlined in (13a). The Turkisli13b) type of case, in which a phonological process
overapplies, is easy to formalize as well. In particulais ilso possible to rank the constraints so
thatbebe-sis optimal:

(15) TurkisH

\ bebek-g-1 | *H1aTUs | *VKV | NoCopa | MAX(C) |

a. bebek-s *

b. bebeke *

C. beber || *! *

d. Obebe-s *

Naturally, the constraint rankings involved in either of tivo hypothetical languages just con-
sidered would have to be motivated based on larger analyies language. At the same time, these
two possible systems clarify the types of phenomena thatdyanaevide evidence for Globalism.

A Localist theory has some difficulties producing the hygdtital forms. The generalization for
Turkish is that-1 is inserted after non-velar consonants, asicklsewhere. It is not clear that Vs
could make reference to a phonologically unnatural clagsigway. The Vis required would have
to be those in (16):

(16) [3s]« -U/C[-vel]™__
[3s] < -t

Reference to an unnatural phonological environment (redarwconsonants) might be impossible,
depending on how this part of the theory is configured.

The situation with thdebe-sexample is similar, although slightly more is required ofcalist
theory. The Vls in (16) could be employed to state the digtiilm of these exponents. In the case
of velar-final stems, an additional (Readjustment) ruleduired that deletes the stem-final velar in
front of the-sr suffix.

6.2.3 A More Extreme (Hypothetical) Case
The examples from hypothetical Turkish might be salvageahbla Localist theory, in the way just
indicated. The reason that some potential Localist anslp$ehese effects can be formulated is
that allomorph choice can still be made on the basis of sangethat is locally visible to the 3s
possessive morpheme. But it is also possible to construnples in which the factors forcing
allomorph selection are not adjacent to the morpheme intigmesT his kind of effect is easy to
formulate in a Globalist theory, but goes beyond what a Listtieory can express.

One type of example along these lines has an additional reorplintervening between two
other morphemes that show allomorphy. Consider, for exangplanguage in which Roots may be
followed by three morphemes¥, -Y, -Z where these have the allomorphs listed:
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(17) Structure (18) Root-X-Y-Z

7 a. X:-tak; -ilub
P b. Y:-0
Y Z c 7
X Y i. Z1:-bat
Rcﬁ\x i. Z2:-tarag

In the simple cases—i.e., in examples where -Y and -Z areonulbt present— the -X morpheme
shows PCA based on the metrical properties of the host:

(19) -takafter odd-syllabled host
-ilub after even-syllabled host

Suppose further that the Z morpheme is not subject to cardkatiomorphy at all, so that, for
example, ZX:batand Z2-tarag are associated with different feature combinatiéns.

With global interaction, it is possible to set things up satttne allomorph of theX morpheme
vacillatesdepending on what is inserted into the outer and non-adjat@morpheme. Beginning
with the simple cases with onhx, it can be hypothesized that a®sE-o constraint favoring even-
numbered words accounts for the pattern of allomorph seteshown by-X (footing shown):

(20) Root-X cases; Roots = blik, golut
a. (blik-tak)
*(blik-i)lub (violates PARSE-0)
b. *(golut)-tak (violates RRSE-o)
(golu)(t-ilub)

In the more complex structures, with the additio’ahnd-Z morphemes, what is optimal &
depends on which morpheme appears in the outer and noreatljzgosition. This is illustrated in
(21), where foot boundaries are again shown for expositarpgses; the two subcases show how
-X varies depending on whethdyat or tarag is inserted atZ:

(21) a. i. blik-X-o-bat:-takinserted at -X
*(blik-i)(lub-0)-bat

(blik-ta)(k-o0-bat)
ii. blik-X-o-tarag: -ilub inserted at -X

(blik-i)(lub-0)-(tarag)
*(blik-ta)(k-o-ta)rag
b. i. golut-X-o-bat:-ilub inserted at -X

(golu)(t-ilu)(b-o-bat)
*(golut-)(tak-0)-bat
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ii. golut-X-o-tarag:-takinserted at -X

*(golu)(t-ilu)(b-o-ta)rag
(golut)-(tak-0)-(tarag)

Clearly the way that these examples work involves globasiarations. The superficially “lo-
cal” requirement thattak appear after odd- andlub after even-syllabled hosts is overridden by
the global pressure exerted by the phonology of -Z's expbridre (output) phonology determines
the morphology of allomorph selection, and the propertiethe whole word have to be visible
simultaneously for this to be done properly.

In a Localist theory, this effect cannot be derived. In theotly of Chapter 2, there are two
reasons for this. The first is that an inner morpheme cannaehsitive to the phonology of an
outer morpheme, by the assumption of cyclic or “outwards! Whe second reason is that the -
X morpheme is not adjacent to the -Z morpheme, and therefauied 1ot see it for allomorphic
purposes. The most that could be stated is the part of thebdisbn that is seen in the “basic”
cases, wherdlub is inserted for -X next to a foot boundary:

(22) [X] < -ilub/.. 7
[X] < -tak

This analysis predicts that -X’s allomorphy should depenly on the metrical properties of what
is to its left, whatever form -Z may ultimately take. It is amable of stating the pattern described
above.

There are two points to be made about the kind of example @eghiin this section. The first is
that cases of this type would be a clear argument in favor ofoadlist theory. The second is that
there does not appear to be any evidence that this type et &féound in any language; in actual
cases where something like this hypothetical scenarioddoglfound, the facts are those expected
in the Localist model, and show no evidence for Global coraiiar.

6.2.4 Local and Cyclic Interactions

The literature has to a limited extent addressed preditmfhGlobalist theories along the lines
schematized above. In one type of case, the point has beea timaida Localist or cyclic theory
makes the correct predictions. Some shorter cases of thesatie reviewed in the next subsections,
followed by some comments on Cyclic Optimality Theory in.6.2Another type of case involves
explicit arguments for surface phonology determining ratboph selection. In 6.3 below, | exam-
ine in greater detail arguments along these lines from Md€i84 for global allomorph selection
in Latin. It is shown that when the relevant facts are analyiredetail, the argument for Global
interaction collapses.

6.2.4.1 Affix Placement in Huave

An early clarification of the predictions of Globalism is neably Noyer (1993), which discusses
the behavior of “mobile” affixes in the language Huave. Sofffiges in this language, liket- past
tense, attach to an element that is analyzed as a Theme vblaeltheme vowel is sometimes
a prefix, sometimes a suffix, in ways that correlate with itauity: the theme is a prefix with
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transitive verbs, and a suffix with intransitive verbs. Thedf affixes to whicht- belongs attach to
the theme in either case, i.e., whether the theme is a preésoffix:

(23) a. t-a-wit’
PAST-TH-raise
‘He/she raised (it)’

b. wit-i-t
raise-TH-PAST
‘He/she rose up.’

Affixes like -t- are “mobile” in the sense that they may occur either as prefixes suffixe8

Noyer explores the possibility that this distribution ésdrom the requirement that Huave
words must have final codas. This is a version of Phonolo§e#dction in which output phonology
determines not allomorphy, but the placement of morphemasnord.

On the assumption that the theme vowel’s status as a prefisuifia depends on morphosyn-
tactic factors, the phonology determines the placememiasfrhobile” affix. Specifically, candidates
like t-a-wit’ anda-wit'-t andt-wit’-a andwit’-a-t are considered for the prefixal and suffixal theme
cases respectively. The constraint system selects thédedesithat meet the phonological condition
requiring final codas.

Noyer goes on to discuss a further set of examples that iatplihe questions about Globalism
raised above. In some forms, the mobile affixes can occutérdiother affixes; this is seen in (24a)
for past tenset-, and in (24b) for 1sn-, which is also mobile:

(24) a. wit' -i -t -as-on
raise-TH -PAST-1 -AUG
‘We-INCL rose’

b. sa- wit" - -n-on
(1)FUT-raise-TH -1 -AUG
‘We-EXCL will rise’

As Noyer points out, if the whole word were evaluated in thgpes of cases, there is no reason for
the mobile affixes to appear where they do. As far as the dondin final codas is concerned, the 1s
-n- morpheme in (24b) could be realized as a prefix, as#n-wit'-i-on. The solution that Noyer
offers is that evaluation of well-formedness occurs cyhic In the case of e.g. (24b), this means
that when the placement af- is determined, “outer” suffixes are not present in the comupa.

Examples of this type are important; they are cases in whiglstrong predictions of Globalism
could conceivably be manifested, but, instead, what isddsnvhat is expected from a cyclic point
of view. A fully global theory predicts that there should bésractions that do not show this kind of
cyclic effect; i.e., where the full Globality discussed retpreceding sections is required. In such a
theory it is possible to model this type of interaction, eitidirectly, or directly (in the latter case,
by assuming cyclic or stratal OT; see below 6.2.5); howadeging restraints on the theory in this
way is not an argument for Globalism
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6.2.4.2 Saami

Moving past affix placement to allomorph selection, theditere provides additional cases in which
global considerations allow for a type of allomorph selattthat is not possible in the Localist
view, and, once again, the Globalist theory must be “resddii to produce the correct results, i.e.,
to exclude other cases that might be expected to arise.

The sensitivity of various allomorphs in Saami (Lappish)ntetrical structure is addressed
in Dolbey 1996 and Orgun and Dolbey 2007 (see in addition #&dP93 and Bergsland 1976),
which discuss the interaction of cyclic and local factorssus global optimization in Saami verbs.
The allomorphy in question appears to be phonologicallyniping in the sense that it yields
surface forms that contain an even number of syllables;tamples here are drawn from the per-
son/number system, along with a passive morpheme:

(25) Person-marking/passive allomorphy

a. Allomorphs by host syllable count

P/N Even Odd

1du -0 -tne
2du -beahtti -hppi
2pl -behtet  -hpet
3pl pret -@ -dje

passive -juvwwo  -WoO
b. Examplesjearra ‘ask’; veahkehe&help’

1du jexrre.-@ veah.ke.he:-t.ne
2du jear.ra.-beaht.ti veah.ke.hea-hp.pi
2pl jear.ra.-beh.tet veah.ke.he:-h.pet
3pl pret je:rre.-@ veah.ke.he:-d.je

passive je:r.ro.-juv.vo  veah.ke.hu-v.vo

From the perspective of the phonology, this pattern of atigghy creates even-syllabled forms
that can be exhaustively parsed into binary feet.

Dolbey (1996) makes the point that the evaluation that te$ulthis distribution appears to be
local rather than global in character. In cases in which ntiome one of these affixes is added to a
host, there is more than one possible outcome that optirttieesyllable count. Thus, for example,
with a passive 2du, adding two monosyllabic affixes resalemi even syllable count, just as adding
two disyllabic affixes does. A Localist theory predicts tha disyllabic affix must be inserted in
the inner morpheme position, since this is what the locateedrdemands; following this, the local
environment forces selection of another disyllabic affix.

The facts show that in the cases in question, two disyllatixes are selected:

(26) je:rro-juvvo-beahti; *je:rru-vvo-hppi
veahkehu-vvo-beahtti; *veahkehu-juvvo-hppi

Again, this is the type of situation in which the strong potidins of Globalism could be man-
ifested. If in the cases where two metrically-conditionéidraorphs were found, there were two
monosyllables inserted, the putative phonological “tdrgé allomorph selection— exhaustively
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parseable structures— would be achieved; and it would bieashin a way that could not be stated
in the Localist theory, where look-ahead to outputs is insme. Instead, however, the interaction
appears to be local, in a way that falls naturally out of thedlist theory. It is, of course, possible

to state such a pattern in a globalist theory, but that is nigsae. Rather, the point is that a case in
which the strong predictions of Globalisoould conceivably be found functions in terms that are
analyzable in the more restrictive Localist architecture.

6.2.5 Some Comments on Cyclic OT

The idea that local concerns trump global ones is, in soms&eséime motivation for cyclicity. Some
theories have sought to restrain the Globalist architedbyrproposing that constraint evaluation is
cyclic, in the sense familiar from Lexical Phonology; seg &iparsky 2000 and subsequent work.

It is important to note that while cyclic OT is able in printdo account for (at least some of)
the cases examined above, it still makes predictions tleaveny different from a Localist theory.
In particular, a cyclic OT theory is still Globalistithin any given stratum of affixatiowVhile this
type of theory restrains predictions about allomorphy imparison with a fully Globalist model,
there appears to be no evidence for this limited amount dfajlmteraction between morphology
and phonology.

The specific predictions made by a stratal or cyclic OT modpkthd on how cycles of affixation
are defined. The primary point to be made is that, in any théway allows three morphemes to
have their morphology and phonology computed in the samle cMON-LOCAL APPLICATION is
predicted. This point is schematzed in (27):

(27) RootX-Y-Z

If the headsX, Y, andZ are processed in the same cycle (perhaps in a way that exatuider,
outer heads), the theory predicts that allomorph insedtoX could be sensitive to the phonology
of Z, or the phonology of the whole object containidg These types of effects are not statable
in the Localist theory; but they do not seem to be found. O#fiercts, such as those involving the
phonological form of two morphemes, as in the Saami exampdeea would also be predicted to
show global behavior as long as the two morphemes are in the stratum. Again, there is no clear
evidence that this kind of limited global interaction isested.

Thus, while appealing to serial or cyclic OT might rule outrsoof the (unattested) cases pre-
dicted by a fully Globalist model, it makes predictions abmorphology/phonology interactions
that are evidently not found.

6.2.6 Interim Assessment
A number of cases, both hypothetical and real, were exan@bede as ways of seeing the predic-
tions of Globalist theories. A basic point where Globalisnd &.ocalism differ is that the former
type of theory predicts allomorphic effects in PCA that areally unconditioned, but which make
sense when the global, surface phonology is taken into atcou

There appears to be no clear evidence that interactionsiofyithe are found in natural lan-
guages. In the cases that have been studied, selectionrspp@aoceed step-by-step, in a way that
is expected from the point of view of a cyclic Localist theory

The same points are made by a more detailed examinationtafrcgatterns of allomorphy in
Latin verbs, to which | now turn.

126



6.3 Case Study: Arguments for Global Optimization in Latin

The predictions of globalist theories can be seen quitalgleatwo case studies from Latin, drawn
from Mester 1994. Each of these cases involves the diswibatf allomorphs in the verbal system:
perfect-u versus-sin conjugation Il verbs, and theme vowel versus-i- in the so-calledo-verbs.
In each of these cases, standard handbooks of Latin alluahetigcal patterns that correlate with
the allomorphic patterns. Whatever status these claimbtrhigve within Latin historical phonol-
ogy and morphology, Mester goes one step further than thisrduing that the distribution of
allomorphs in the synchronic grammar of Classical Latirunexg a Globalist framework in which
selection of (certain) host-allomorph combinations is pated by generating all of the relevant
combinations and letting the phonology determine the winne

Closer examination of both cases shows that Mester’s angiaier Globalism fail to provide
any convincing evidence for such a framework. The propasaltsot apply to more than a carefully-
selected set of forms, and make incorrect predictions whkitended beyond these. The two cases
do, however, pave the way for discussion of a further stramgliption of Globalism, which was
called ALLOMORPHIC VACILLATION above: a “switch” in the selected allomorph for a particular
root, based on (phonological) properties of outer morpleerbis strong prediction is not borne
out in Latin, nor, to my knowledge, is it manifested elsevéher

Part of this section is thus devoted to a negative demoiwsirdh addition, though, there are
important patterns to attend to in these cases— in perfatiation in particular— and these patterns
show the kind of locality effect discussed in 6.2.

6.3.1 Latin Perfect Allomorphy in the Second conjugation

Mester's (1994) influential discussion of the perfect fomhésome) Latin verbs is often cited in the
literature as an example in which global prosodic consiéera play a decisive role in allomorph
selection.

Second conjugation Latin verbs show the theme vowei the present tense system: thus we
find infinitives likemon-€-re‘to warn’, aug-e-re ‘to increase, enlarge’, and so on. The argument that
Mester makes for phonology determining allomorphy is basethe perfect forms of (some) verbs
from this conjugation.

Throughout the Latin verbal system, the perfect tenses shgweat deal of allomorphy. | will
assume here that, in addition to stem changes, what is & isghe allomorphy of the aspectual
head Asp[perf]; recall the discussion§#.1.1, where the following structure is assumed:

(28) Structure:

T

T AGR
Asp T

v Asp[perf]

/\
vRooT w
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The Aspl[perf] head in finite forms shows different allomagpimcluding the vowelu- (a glide
intervocalically, often writtenv-), -s-, and-@- (1s citation form employed heré}?

(29) Conjugation laud-a-re ‘praise’, Perflaud-a-v-1

a.

b. Conjugation limone-re ‘warn’, Perf. monu-1-
c. Conjugation llaug-e-re‘increase’, Perfaugs-1
d.

Conjugation listnd-e-re ‘whistle’, Perf. stnd-&-1

The case that Mester concentrates on is in the second ctiojugahere the distribution olu-
and-s- in the (29b-c) types is, according to the traditional litara (see Meiser 2003 for a recent
overview), correlated with metrical factors: light sterake-u-, and heavy stems-11

Whether or not the prosodic correlations connected withlaitern of allomorphy are descrip-
tively accurate, the interesting point for present purpdsenow Mester accounts for this effect in
terms of competition in the synchronic grammar of ClassiedIn. Mester’s primary focus is on
sets of effects correlated witrapping configurations; more precisely, instancesra@dialtrapping,
where an unparsed light syllable appears after footed rabler

(30) Medial trapping: ..4]5 ()

This sort of configuration arises in a moraic theory wherehegs are both minimally and
maximally bimoraicl® The essential idea behind Mester's proposal is that it isatiiidance of
medial trapping that determines the choice betweemnd-s-. This means that for any given verb
of the type under consideration (i.e. 2nd conjugation withor -s- perfect), the input, consisting
of a Root and a perfect morpheme, is associated with cardiadth different allomorphs; thus for
morere, mon-ut is competing with (among other thingsjon-st. The constraint or constraints that
disfavor medial trapping or its equivalent (i.e. a trimaraibchee) do the rest, effectively selecting
one allomorph and rejecting the other:

(31) a. [monul}

b. *[au]gu() (trapping)
[aug(s}

Mester does not formalize the competition, but explainsitigtion guiding his analysis by
remarking that “...a lexical selection process...is driby a prosodic criterion choosing the best
among several alternatives.” (1994:46). Tinperfect is given “default” status, appearing where
selection plays no role; for Mester, this is the case witlbgehat he classifies as denominal, which
appear with thei-perfect without regard to Root phonology.

To this point, the proposal looks exactly like many of theesadiscussed above. When we
consider entire sets of inflected perfects, however, it Bsiibe to see the strongest predictions of
the globalist view. Consider, to begin with, the two typesrefbs considered above, inflected for
the perfect indicative; for reference, the syllable stnoetof the output is presented:

(32) Types: Perfect Indicative Active
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P/N Light Root Syll. Heavy Root Syll.

1s  monul §51(5) augs 1 §1(5)
2s  monuisti  §5][¢](5) augsistT dllal(o)
3s  monuit Fol(a) augsit Fl(a)
1pl  monuimus &[55](a)  augsimus §lo ()

2pl  monuistis  §5l[a](F) augsistis Fllal(a)
3pl monuerunt gosl[al(e) augserunt  [a](c
3pl  monuerunt &§[55](6)  augserunt glo (o)
3pl monuere dollal(s) augsere alla1(5)

The crucial form to consider in (32) is the 1pl of the heavybvauggre 14 This appears with
the-s-perfect, which, in combination with the 1pl agreement merph, results in the configuration
with medial trapping §]5 (). This point is crucial because of the competition logic tvaderlies
the optimization approach to allomorphic selection. Witthis kind of theory, the “medial trap-
ping” perfect with-s- is generated and compared with other possible perfects:UFtperfect for
augere auguimus has the metrical structumssa, and, according to Mester's assumptions, can be
exhaustively parseds][55](). Thus, if prosodic well-formedness is really the drivingtfa in
selecting allomorphgauguimusshould be grammatical, contrary to fact.

It would always be possible to appeal to the force of othestraimts to account for the presence
of -s-, by appealing to e.g. NIFORM EXPONENCE as in Kenstowicz 1996 and related work. Such
constraints enforce identical allomorphy across the fie forms. However an analysis in these
terms might be implemented, this type of solution subvéssstrongest predictions of the Globalist
approach. Since the Globalist theory allows for the entivedie phonological properties to be taken
into account in determining a winner of the competition uitdike the Localist theory— predicts that
there should be cases of suppletive allomorphy that showoMORPHIC VACILLATION, where
the chosen allomorph depends on outer, global propertigsteTis no vacillation, and the pattern
found with Latinaugereis clearly compatible with the Localist theory; it can, ofucse, be made
compatible with the Globalist theory, but provides no arguis for that (more expressive) Vi,

The failure of the strong prediction is not restricted to fipifects. The same point can be made
in the pluperfect Indicative, with a lot more force, it appea

(33) Pluperfect Indicative clugere

P/N  Pluperfect Syll. u-form Syll.

1s augseram  4{|5(a) augueram  {l[o5](
2s  augseras 4l5(5) auguer as alla5](
3s augserat ala () auguerat §Flloo)(a
1pl augseramus ¢ls[a](c) augueramus ][55][](F)
2pl augseratis 4]5[a](s) augueratis [55][5](F)
3pl augserant  {]5(a) auguerant  {l[55](c

Q Q

In the perfect indicatives in (32), selection of ttsaallomorph avoids medial trapping for heavy
verbs likeaugere except in the 1pl. In the pluperfect, the selection of theallomorph creates
trapping configurations in the entire paradigm of inflectedrfs. Crucially, these trapping config-
urations are not created by theperfect, where the light syllable witlu- can be footed across the
board. If all the different host plus allomorph combinatiamere generated, with the phonology se-
lecting the winner on the basis of metrical felicity— i.€the strong predictions of Mester’s theory
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were correct— this pattern would not be found; pluperfedth these stems should shew.

In sum, something must be added to a Globalist theory in doderake prosodic optimization
to the determining factor for allomorphy in only some comtext should be clear by this point that
such an addition would not compromise such a theory dire8dyalready noted above, it is clear
that it would be possible to posit additional constraintsrieure thahugsimuavins the competition;
e.g., a constraint holding that allomorphy be held condtara particular root could be ranked above
the constraints that enforce prosodic well-formedd&shis would penaliz&auguimusfor taking
a different allomorph from the rest of the paradigm, so thatgrosodically worsaugsimuswvould
then win. The fact that the global theory can be altered is tiniother ways to yield the correct
output is not really what is at issue, however. If there weases in which something likeeuguimus
did surface because of global prosodic considerationg,itlveould be a clear argument in favor of
the kind of globalist system. As with other examples we haensabove, it is quite clear exactly
what sort of effect in the Latin case would be a strong argurferglobalism, and we do not see
such effects.

6.3.2 Generalizations about Latin Perfect Allomorphy

While the prospects for a globalist approach to Latin perfdtomorphy look particularly un-
promising, there are important generalizations aboutsiétem that relate directly to themes de-
veloped throughout this monograﬂ)ﬁ.As a first step, consider the classification of Latin verbs in
(34), which divides the verbal system into conjugation s#&s and shows the theme vowel that is
found in each class®

(34) conjugations and Theme Vowels

conjugation Example Theme Vowel
I laud-a-mus - a-

Il mon- e-mus - e-

1] duc-i-mus

HI(i) cap-i-mus  -i-
v aud-1-mus - 1-
Athematic es-g-se -@-

It will be assumed here that the theme vowel is the spell-bat lnead TH, attached to the
head in the PF component (Oltra-Massuet 1999). The reas@pfwoaching the perfect in terms
of conjugation is that there are basic associations betweajugation class and what happens
in the perfect. Putting aside various readjustments thallyap the stem, there are two pieces of
information that are central to these patterns: first, wérethr not there is a theme vowel in the
perfect form; and second, what allomorph of the head Asfifpevi-, -si-, -i appears (recall also
the discussion of Chapter 3). The basic associations bate@gugation and perfect type are as
follows (here and below | use orthographic -v- in the expoméisp[perf] that has both vowel and
glide surface forms):

(35) Perfect Type by conjugation: Basic Associations
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conjugation I: Thematic with -vi-
conjugation II: Athematic with -vi-
conjugation Il Athematic
conjugation lll(i): Athematic
conjugation IV: Thematic with -vi-

The associations are “basic” in the sense that most verbeiretevant conjugations behave ac-
cordingly. Atthe same time, there are departures from thesms. The following chart summarizes
attested patternjsg.’

(36) Perfect Types by conjugation

Conj. Verb Perfect Trans. Theme? Exponent
a. | laudare laud-a-v-1 ‘praise’ Thematic -wi-
b. | crepare  crep-v- 1 ‘rattle’ Athematic  +vi-
c. | iuvare iuv-1 ‘help’ Athematic  + i--
d 1 monere  mon-v- I ‘warn’ Athematic  +-vi-
e. |l sedere sed-1 ‘sit’ Athematic  +- -
f.ol manere man-s- 1 ‘remain’ Athematic +si-
g. vomere  vom-v- | ‘vomit'’  Athematic + -vi-
h. 1l vertere  vert-1 ‘turn’ Athematic + i-
i ducere  duc-s-1 ‘lead’ Athematic  +si-
j- N@) rapere rap-v- | ‘seize’ Athematic  + -vi-
k. 1l@{) capere cep-1 ‘take’ Athematic +i--
. (i) -spicere spec-s-1 ‘peer’ Athematic  +-si-
m. IV aud ire aud-1-v-1  ‘hear Thematic  +vi-
n 1Iv aperire  aper-v-1 ‘open’ Athematic  +vi-
o. IV ven ire ven-i ‘come’  Athematic +i- -
p. IV farcire  far-s-1 ‘stuff’ Athematic  + -si-

Despite the large number of filled cells in this chart, whiagests a highly disorderly pattern,
the formation of the perfect is, by and large, determinedesyatically by conjugation clagd My
analysis of these patterns builds directly on the idea thagets of perfect formation, in particular
whether or not a Root is thematic or athematic in the perfecirrelated directly with conjugation
class features. In particular, all verbs of conjugationsllll and 1i(i) are athematic in the perfect,
along with a handful of verbs from conjugations | and IV. Foncreteness, | assume that there is a
rule that deletes (or does not assign) the TH node to sucls iethe perfect:

(37) Athematic Perfect Rule

[
1]
(1]
LIST

v is athematic/ _ Asp[perf]

LIST = {/CREP, vV VEN, ...}

Simply listing the conjugation features in this manner niggem arbitrary, but it is more or less
necessary. There is no overarching generalization th&tsuthie verbs of conjugations II, Ill, and
llI(i). There is, moreover, no generalization that unifiemjugations | and 1V, those conjugations
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that are by default thematic in the perfect. This means bHainformation regarding the presence or
absence of a theme in the perfect must be stated in terms cégses that refer to the conjugation
features [l1], [Ill], and [llI(i)], along with the additioal Roots from the other conjugations.

The presence or absence of a theme vowel interacts with tbadaspect of perfect formation,
the allomorphy of the head Asp[perf]. Here the generaliretiare as follows:

(38) Generalizations about Perfect Formation

a. Perfects withsi- are always athematic
b. Perfects withi- are always athematic
c. Ifthere is a Theme Vowel in the perfect, it is
i. Always long (i.e. - a- or - I-);
ii. Always followed by the-vi- exponent of Asp[perf]

These generalizations are accounted for with the followincabulary Iltems:

(39) a. Aspe -si/{v/MAN, vDUC,VFARC, ..}~
Asp « -i /{v/SED, VVERT,//CAP, VVEN ..}~ __
Asp < -vi

In these Vocabulary Itemssi and-i require particular Roots to be inserted. Significantly, the
rules for inserting these exponents only apply when the A&®[node is linearly adjacent to the
Root. In this way, the insertion of these exponents can @Mg place in athematic forms. Beyond
this, the system defaults to the insertionaf This Vocabulary Item does not have a list associated
with it. It will be inserted in environments in which (1) theoBt is adjacent, but not on the list
for either-si or -i (athematic formation), or (2) in cases in which the Root Ikbfeed by a theme
vowel- i.e. eithera- or -I-.

In short, there are important generalizations about allpimp in the perfect: generalizations
that take into account local relations, in the way predidtedhe theory of Part I.

6.3.3 Latin Verbs of conjugations H1/111(i)/1V

A long-standing question in Latin morphology and phonologycerns the behavior of two classes
of verbs in the language which, because they have 1s forrerthan-io, are often simply referred
to as-io-verbs. The notable property of these verbs is that theyrfalltwo types: those with a short
theme vowel, likecapgimus‘take, etc.’, and those that have a long like audmus‘hear’; | use 1pl
forms here because in some other forms there are morpholoigacad rules that obscure this basic
pattern. Thecapimusclass— henceforth conjugation Ili(i)— is quite small, detisg of fewer than
twenty verbs, while thel-class— conjugation IV~ is very large.

The traditional literature has faced in many forms the daesif how these classes are related
to one another, since there are clear diachronic connectidre typical approach is to try to derive
the verbs of conjugation llI(i) from what were earlier cogdion IV verbs; i.e., to account for
theme-vowel shortening with a subset of conjugation IV seibh a way that eventually became
“morphologized”.

One of the points often discussed in the context of such atsas that there is a phonolog-
ical subregularity unifying the verbs of IlI(i): their stanare light. This correlation is potentially
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enlightening, and many traditional works have sought tivder-shortening as a metrical effect, to
varying degrees of succedd.

The traditional accounts mentioned above are interestéokimistorical relationship between
these classes of verbs. Mester's analysis goes beyonddtuoeitdl and pushes the quantity differ-
ences in the theme vowel into the synchronic grammar; higipogs that the IlI(i) and IV groups
show “underlying unity”, because “...for primary verbs tigantity of the theme vowel is to a large
extent predictable from the prosodic pattern of the roo894:24). The unified approach is imple-
mented with a “single” theme vowel at a morphological letiis single morphological object has
two allomorphs (1994:26):

(40) Theme vowel /i/:
a. primary allomorph: - 1-
b. secondary allomorphi--

For verbs that belong to either conjugations lli(i) or IV (ag certain exceptions, e.g. those
that are not denominal), there is prosodic selectionh&.decondary allomorpt- is chosen...in
situations where short quantity results in more optimabkpdic organization” (1994:26-7). Mester
illustrates the effects of this selection along the line¢4df), for audre ‘hear’, apenre ‘uncover’,
andcapere‘take’

(41) Host-allomorph selection by phonology:

T Pllale)  [5llale)  slol(o)
[auldTimug  [ape]lriimug  cafpTimus
aud imus aper imus *cap Imus

- [615(0) 51551(0) [651(o)
[auldi(mug  afpei](mus  [cap](mus
*audimus *apefmus capmus

Mester seeks additional evidence for prosodic selectiseméiere in the verbal system; in par-
ticular, in effects found with unprefixed and prefixed vemlvbere, in the cases he discusses, there
appears to be an alternation in theme vowel length (1998)2These cases are important in light
of the discussion above, since, if one adopts the spirit@ptioposal under consideration, changes
in a theme vowel's quantity driven by the addition of a prefixilcl constitute an instance ofLAo-
MORPHIC VACILLATION :

(42) Prefixation

(No Prefix) (Light Prefix) (Heavy Prefix)
a. [55]{(o) b. [65][a](o) c. [ollg5](o)

-1- -1- i-

paimus re-per imus

sapimus re-sip Imus d esius

Taking the proposal as a whole, there are different ways pocagh its predictions. One of the
basic tenets of the theory is that theheme of conjugation IV verbs appears because of syllabic
optimization. One place to look for predictions of this theis parallel to what was done in the per-
fect case above. In other forms of the same verb, the theediqis ALLOMORPHIC VACILLATION
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depending on the phonology of outer morphemes (e.g. TersAgnreement). Here there are fewer
cases than there were with conjugation Il perfect allomgrphbt there is at least one case where a
prediction is made. The 2pl passive, because the passieeragnt ending is disyllabic, provides
one such case: this is shown with long and short i-vowels 3): (4

(43) 2pl Present Indicative Passives

a. audi-mini g][al5 (o)
b. aud-min1 Fp][55](o)

Clearly (43b) form should be selected, because the (43a) foaps a light syllable. Again,
though, this is not what is found; as with perfect allomorghgre is no vacillation.

An extension of this type of prediction that is behind Mesttake on the prefixed verbs in (42).
The idea is that the verb forms differ only in the quantity lod prefix, and, when this can result in
suboptimal footing as in the (b) examples, the - I- allomavns out over the expected -i- theme.
The general prediction that is at issue here is as folldvs:

(44) OpTIMIZATION PREDICTION: Verbs of conjugation lli(i) when prefixed by a single light
syllable should switch to the - I- theme.

Rationale: [65][5](o) is better tharF[55] (o)

While this prediction is supposed to account for pairs Itkese found in (42), it does not gen-
eralize. For many of the IlI(i) verbs, there are examplestie light prefixre- employed in (42)
above; none of these show the predicted change in theme vowel

(45) re-Prefixed verbs with -i-

capmus ‘take, etc.’ re-cifnus  ‘retake’
facdmus  ‘make, etc.’” re-fignus ‘make again’
fodimus  ‘dig’ re-fodmus  ‘dig again’
gradmur ‘step, walk’ re-gretinur ‘go/come back’

In these verbs, the theme vowel is the same in the unprefixédhenprefixed forms. While
there are many things going on in Latin prefixed verbs, thdiptien in (44) is not borne out.

What, then, can be said about the cases adduced by Mest&)t (4

The tripletsapi-mus re-sip41-mus de-sipi-musfrom (42) is taken by Mester to be “particularly
telling”, since the same root is involved (historically,any case). Here the facts are simply unclear,
for there-prefixed form in particular. Lewis and Short’s Latin dictarg shows an infinitive inére,
which means that it is treated as a verb of conjugation IIK9r the-1-theme that his argument is
based on, Mester cites Niedermann 1908. Niedermann hasrtherf a footnote, where it is shown
to be drawn from the post-classical grammarian Charishesetis, moreover, apparently a text of
Charisius in which the vowel is short. As far as | know, thexed other evidence than this for a
long-vowel form.

This leaves the verepenre ‘find, discern’, which is (at a minimum, historically) reéat to
(i) parere and shows tha- theme expected on Mester’s account. Given the facts addimmab,
this single form is certainly not evidence in favor of thelgdtist theory. The putative base of this
prefixed form,parere means ‘bear, beget'. It is possible that in spite of theohisal connection,
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speakers did not analyze these forms as possessing the sanfeRVhatever there is to say about
this single case, the point that there is no argument for {bbdlist theory is clear.

Overall, the facts adduced by Mester that would support tadigtions of the globalist theory
are at best isolated and sporadic. The clear predictioniseafhieory, i.e., those that would support
the Globalist view, and show that the Localist view is profdgic, are not found.

6.4 Paradigm (Non-)Uniformity: Outwards-Sensitivity Redux

It was noted above that the absence ef AMORPHIC VACILLATION is something that Globalist
theories have no trouble in modelling. Thus, the argumembishat Globalist theories are incapable
of accounting for the attested facts. Rather, the pointsttie strongest predictions of such theories
do not appear to be borne out; along with this, the additipoaht is that the attested patterns of
allomorphy are accounted for in a Localist theory like thigPart I.

One way of sharpening the line of argument from the last@edsi by considering what kind of
factors could rule out ALOMORPHIC VACILLATION in a Globalist framework. The most obvious
way of doing this would be in terms ollRADIGM UNIFORMITY: a constraint (or set of constraints)
that ensures that a Root shows consistent allomorphy thomidgts set of surface forms. It could be
argued, for example, that the reason tisadllomorph-takingaugere does not switch fromsto -uin
the 1pl is because the constraints enforcing uniform ratédia of Asp[perf] outrank the constraints
responsible for driving allomorph-selection prosodizaflssuming that something like this could
be done, there are two points to be made.

The first point was stressed above: it might be possible folabdlist theory to appeal to
PARADIGM UNIFORMITY, but what the paradigmatic constraints do, in effect, ie nut the cases
in which the strongest predictions of a Globalist systemlmaseen. Thus, while the resulting theory
might make Globalist assumptions, it is certainly not aruargnt for those assumptions. In the ab-
sence of any other arguments for global interaction, theene ireason to have a theory that is global,
but restrained by A/RADIGM UNIFORMITY in the first place. However, if paradigms always are uni-
form, then the arguments of the last section about@ORPHIC VACILLATION might lose some
of their force. If this type of vacillation were universaltyled out, then the absence of vacillation
cannot argue against Globalism.

These considerations lead up to the second point, whichemtsithe predictions of thé;-LIN
theory with this discussion. The idea sketched above, dipge@ PARADIGM UNIFORMITY, can
be taken to the limit: if the uniformity constraints alwaysndinate the constraints that would force a
change of allomorphs for phonological reasons, there ghoewer be “outwards looking” paradig-
matic vacillation. At this point, it is important to recalidt therds outwards-sensitive allomorphy.
This was seen in Chapter 2 in cases like the Hungarian phasgéssive interaction repeated in (46),
and in Chapter 3 with the suppletive Latin vergsebe’, repeated in a condensed form in (47):

(46) Hungarian Plural/Possessive (Carstairs 1987:165)

Singular Singular-1s Poss. Plural Plural-1s Poss. Gloss

ruha ruha-m ruha-k ruha-ai-m ‘dress’
kalap kalap-om kalap-ok kalap-jai-m ‘hat’
haz haz-am haz-ak haz-ai-m ‘house’

(47) Allomorphy of Latinessebe’
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Pres. Imperfect Perfect

1s su-m er-a-m fu-1

2s es er- a-s fu-ist1
3s es-t er-a-t fu-i-t

1p su-mus er-a-mus  fu-i-mus
2p es-tis er- a-tis fu-istis
3p su-nt er-a-nt fu- erunt

The Hungarian plural morpheme and the Latinhead that is ‘be’ each show outwards-sensitive
contextual allomorphy, and thus “non-uniform” paradigms.discussed in Chapters 2 and 3, these
effects are conditioned by adjacent nodes; not phonolbgrcgerties of entire words.

The fact that non-uniform paradigms are found, but in a way shows sensitivity to local fac-
tors, is important. Many well-known cases of suppletionehthhe same general properties seen with
Latin esself all cases of suppletion (and outwards sensitive allgghgrin general) are conditioned
locally, as seems to be the case, them&DIGM UNIFORMITY cannot be invoked to rescue the
Globalist theory.

There is at least one case in the literature in which it has lot@med that “outer” or surface
phonology conditions stem suppletion. The example is thk gein Italian. Carstairs (1988) and
others have followed traditional discussions of Italiand®gcribing the alternation betweand-
andva(d)in phonological terms. The pattern is that the stewai&l)- when under stress, arahd-
otherwise#

(48) Forms ofandare

P/N  Pr. Indicative Pr. Subjunctive

1s vado vada

2s  vai vada

3s va vada

1p  andiamo andiamo
2p andate andiate
3p vanno vadano

For e.g. Burzio (1998), the correlation between stress apglstion in (48) implies causation
in the synchronic grammar: he argues that these facts dug@iobalist view, with surface phono-
logical properties determining the choice betwegafd) andand- While the description in terms of
stress is correct, on the face of it, this cannot play a roliaénanalysis in the theory presented in
Part |, since the output phonology cannot determine eavlier

Since the suppletion can also be characterized in morphaxsinterms— the defautind- ap-
pears in 1pl and 2pl present indicative, subjunctive, angkiratives instead afa(d)- an analysis in
which ¢-features trigger suppletion can be given. As a result, gsictiistributional pattern seen in
(48) can be stated in either type of thegﬁlAn important point is that there appears to be no way
to look at predictions of the stress-based account beyanthtits in (48): in Standard Italian, there
is no way to shift the stress in these forms to create formshicliVALLOMORPHIC VACILLATION
is predicted to occlf® As a result, there is no possibility of really testing the diyyesis that the
surface position of stress drives stem choice; any clairhdaeffect that surface stress must be re-
ferred to in deriving the allomorphic pattern can be basdd om conceptual arguments. Thus, this
case is clearly analyzable with Globalist assumptionsitimbvides no arguments for a framework
of that type?’
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The conclusions to be drawn from this review of outwardsigigitg and non-uniform paradigms
are significant. There are cases in which constraints lkeABIGMATIC UNIFORMITY does not
apply; i.e., changing allomorphs is not ruled out acrosshibteerd. In cases where allomorphs do
change, the strong predictions of Globalist theories, with-local factors determining allomorphic
selection, should therefore be seen. Critically, thoulyb attested cases of outwards-sensitive allo-
morphy show sensitivity to local nodes, in the way predidigdheC,-LIN theory. When there is
allomorphic vacillation, the vacillation is not triggerég global phonological context. The strong
predictions of Global-MP are not found; appealing kRRDIGM UNIFORMITY does not help.

Overall, then, the point is not that outwards-sensitiveratbrphy of does not occur; it does.
However, the conditions under which it happens are not thisteare predicted by a Globalist the-
ory. Another way of putting this is that there is no generahibition against changing allomorphs
based on outer materialARADIGMATIC VACILLATION does exist. However, it operates in ways
that reflect the cyclic and linear restrictions of the theafrfPart I: it is driven by local morphemes,
not by the phonology of outer morphemes, nor by the phonotiddlge whole (output) word.

6.5 Summary

The formal predictions of Globalist theories are straighwfard. If such theories are correct, there
should be cases in which allomorph selection is determiryegldbal phonological properties, in a
way that cannot be stated in an Localist theory.

As a general point, theories with even limited amounts ofb@lanteraction between morphol-
ogy and phonology predict over- and under-application lionabrphy. In empirical test-cases like
the Latin perfect ando-verbs, the theory that surface phonology drives allomogrldicts A .LO-
MORPHIC VACILLATION with certain “outer” morphemes. This is not found. One plalgsiesponse
to this would be to attribute the non-vacillation to Paradligniformity effects. However, in cases
in which there is stem-suppletion or outwards-sensitivenabrphy, (i) paradigm uniformity does
not hold, but (ii) there is still no evidence for the predicts of Globalism over Localism.

The conclusion that must be drawn from these arguments ightbee is no evidence for the
strong predictions of the Globalist framework. In the cabas have been studied in the literature,
the patterns that are found are those that are expected flomeadist, cyclic point of view. It is
significant to note that these cases are not arguments foritiiytheories like Cyclic or Stratal OT,;
rather, the latter type of theory makes the prediction thalba) interaction should occur within a
given stratum, and there is no evidence that this is correct.
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7
Discussion

TheC;-LIN theory developed in Part | of the book is a Localist thetirat makes a number of ex-
plicit predictions about how (morpho)syntax and (morph@mlogy interact; these are developed
with reference to the phenomenon of contextual allomomtmch constitutes the central empirical
focus of the book. This choice of topics is motivated by tha faat this area provides significant
insight into the relationship between syntax, morpholagyl phonology, and by the further ob-
servation that allomorphic interactions in language aghlirestricted. The core proposal of the
C:-LIN theory is that possible patterns of allomorphy in laaga are constrained by interacting
cyclic and linear notions of locality. The predictions ofstlheory are defined and elaborated in a
number of examples that are analyzed in Chapters 2 and 3.

The predictions of theC;-LIN theory (and of Localist theories in general) contralsarply
with those made by theories with even a limited amount of gllitteraction between morphology
and phonology. Allomorphy— and phonologically conditidredlomorphy in particular— provides
an important test case for comparing opposing Localist alotbalist grammatical architectures,
because it is exactly with this phenomenon that it can bermhited if global properties of the
phonology determine morphology.

The argument of Part Il of the book identifies a number of phegwa that could in principle
constitute evidence for Globalism and against Localisnd, stmows that there is no evidence for
the strong predictions of Globalist theories. The arguntest two components. First, as detailed
in Chapter 5, there appears to be little motivation for Phagioal Selection— the idea that output
phonology is crucial for allomorph selection— when systaallomorphy are analyzed in detail.
This point emerges from a number of case studies, includiegletailed analyses of case affixes
in Djabugay and Yidi. The second line of argument, which is the most importangdiganced
in Chapter 6. It is shown there that Globalist theories mtefiteractions of a type that cannot
be formulated in a Localist theory: NL#eLICATION, where the factors determining allomorph
choice are not local to the node undergoing insertion, andoAMORPHIC VACILLATION , where
allomorphs chosen for a particular Root change dependintdh@ishape of outer, non-local mor-
phemes. In case studies where these predictions could biéestad, such as in different types of
Latin verbal morphology, these effects are not found. budtehe key cases show patterns that are
expected on the more restrictive Localist view.

The attested effects could, of course, be modelled in a G&lheory; but since there are no
cases in which the strong predictions of Globalism are fouestraining such theories by imposing
additional constraints to produce the correct results &simg the point. The fact that allomorphic
interactions do not show Global interaction between mdagyand phonology, and behave as
predicted by the Localist theory, argues that the Localestnof the grammar is correct.

These results clearly have implications for how morpholagyg phonology interact. Although
the point is less direct, there are also implications foruagy proper. Globalist theories of phono-
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logical interactions are competition-based; crucialgytinvolve competitions among complex ob-
jects, something that is ruled out in the Localist theory ofpmology and syntax developed in Part
I. Interface areas like allomorphy, where the relationdfepnyeen morphology and phonology can
be examined in detail, show the behavior predicted by Let#fieories. The question that must
then be asked is what this means for approaches to phondiaggmploy Globalist assumptions
in order to implement competition. It is possible to considéferent kinds of hybrid theories as

a response to the results presented in this book. Howewetytle of phonological theory that fits

most naturally with the no-competition theory of morphdsymis a phonological theory with no

competition among complex objects; i.e., one in which thensoforms of complex expressions
should be inextricably related to the generative procdduresponsible for constructing them in a
Localist and Serialist fashion.

The following sections outline some further implicationistive arguments presented in this
book, concentrating first on programmatic implicationshef two main parts of the book in 7.1 and
7.2.1n 7.3 | return to the theme broached immediately abihequestion of what it might mean to
have a morphosyntax and a morphophonology that differ funesfeially in their organization.

7.1 The Program |: Competition, Localism, Cyclicity

As stressed at several points in the preceding chaptersingomiat of tension between Localist and
Globalist architectures is their stance on competitionrangmar that generates multiple potential
competitors to express a given meaning is required in oafefofms to be compared in terms of
optimization of phonological or other properties. Comii@ti among complex expressions is thus a
fundamental component of how Optimality Theory implemdaisbalism. The theory advanced in
Embick and Marantz 2008, which looks primarily at morphdagtic phenomena, holds that there
is no competition among complex expressions. All otherghibeing equal, the conclusions of this
theory should extend to morphophonology as well. The fastealed and analyzed in the study of
allomorphy in Parts | and |l of this book, strengthen the dosions of the no-competition theory
further.

The specific no-competition theory that is advanced in Ratid C;-LIN theory, holds that
cyclic derivation determines when nodes are potentiallyabée of influencing the form of other
nodes, and that linear adjacency is also required for naml@gdract with each other. These pro-
posals must serve as the foundation for additional crogsgHstic work, so that the overall picture
of possible allomorphic patterns can be elaborated further

As a topic for further research, the overall picture of whahé€ans for syntactic structure to be
spelled out cyclically for both the sound (PF) and meanirig) (bterfaces has not yet been worked
out in detail. While the theory of Part | makes explicit claiabout aspects of cyclic derivation at PF,
an important topic that remains to be worked out is whethectitlic domains that are required for
syntax, semantics, and phonology are the same. This wottiirdg be the best result for a cyclic
theory. The study of allomorphic interactions provides wimedow on this larger set of questions,
where theC; theory of cyclicity makes one set of assumptions about cytdimains, and one clear
question for further study is ho@; cyclicity lines up with the cyclic domains that are motivéten
syntactic or semantic grounds.

The results of this book also provide a foundation for a nundfdurther questions that can
be asked about the PF computation. First, it remains to beesaactly how cyclic derivation plays
a role in other aspects of PF, and in phonology more genei&digond, for any of these further
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domains in PF, there is the question of whether or not thesensething like the linear condition
seen in allomorphic locality. A related question concehes*tybrid” nature of theC;-LIN theory.
The linear component of the theory interacts with the cycbmponent so as to restrain possible
allomorphic interactions within a cyclic domain to nodeatthre adjacent. In a sense, the linear
condition “overrides” the cyclic considerations in a lietdt way, to restrict possible interactions
within a given cyclic domain. Whether there is linear owderin other aspects of PF computation,
and whether there are analogues to the linear effect in dtireains outside of PF, are questions of
great interest for cyclic theories.

| take questions of the type just outlined to constitute ratextensions of the research program
presented in Part | of this book.

7.2 The Program ll: Patterns in the Data

Localist theories like the one presented in Part | and Gistiieories of the type considered in Part
Il differ in terms of what they try to explain in the grammahdformer type of theory provides a
theory of formal interactions in terms of the mechanics awtiigecture of derivations. It does not
make reference the ultimate outputs of any of these compaogatMost if not all Globalist studies of
morphophonology begin with the claim that the explanatdnyeshsion of grammatical theory must
be expanded to include a theory of the properties of outphits desideratum is then implemented
in a way that requires competition among complex objectd,aa@lobalist architecture.

The difference in explanatory orientation manifested asthopposing approaches is significant.
The Localist theory presented here stands or falls on itsrarappredictions, which derive from its
formal properties, and from their emphasis on locality ardedng. This type of theory does not
make any profound claims about the surface properties ofdhieus phenomena that happen to
exist in the languages that happen to exist. Put slightfedihtly, it provides a mechanical account
of a system that generates sound/meaning connectionsndejacing formal conditions on what
languagesouldexist in this way, it does not specify a theory of the outpbt it derives.

The arguments of Part Il of this book have direct implicasifor the view that the grammar must
make reference to properties of surface forms. A theory thighcapacity to say that surface well-
formedness in the phonology drives morphology makes thdigirens about Global interaction that
are at the center of Part Il of this book. The argument of Giratin particular is that the strong
predictions made by Globalism architectureseNNLOCAL APPLICATION, and ALLOMORPHIC
VACILLATION in particular— are not found. This is an argument againstipiathe explanation
of surface patterns in the grammar. That is: a theory thaapglle of satisfying Putative Loss of
Generalization makes strong empirical predictions abdab& interactions in grammar, yet these
predictions are not supported by the data. It should be adedl from this that trying to account for
surface generalizations in the grammar in the first plackesmrong idea. To the extent that there
are things to say about surface patterns, these genei@iizahust be accounted for by other parts
of the theory of language.

Situating the explanation of surface patterns outside efgfammar is a strong conclusion: it
amounts to the claim that grammatical theories that malesae€e to output forms in the grammar
are misguided. The conclusions in this work must, of coussdjmited to morphology/phonology
interactions, and patterns of allomorphy in particularisT$pecific case is clearly part of a larger
set of questions about where, in the theory of language hocasstrued, different types of gen-
eralizations should be accounted for. It can be concludeah the work presented here first, that
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guestions of this type must be addressed empirically, ahdtrtbe level of conceptual arguments;
and, second, that in one key domain, the surface-based si@veaorrect. At the very least, these
results call for a careful examination of other areas in Whids claimed that the grammar itself
must account for generalizations about the properties rfdse forms.

Regarding such (putative) generalizations, it is impdrtarstress that none of the arguments in
this monograph are directed against the idea that thereattierips in the distribution of allomorphs
in the first place. In many of the examples studied in this bidk clear that the attested distribu-
tions could be seen as systematic in some sense, and thatrtheespatterns could be understood
in terms of phonological properties. According to the vielsale argued for above, if there are im-
portant generalizations about why certain patterns ofrjptamically conditioned) allomorphy exist
that are seen in surface forms, these generalizations reustdounted for in terms of the theory
of diachrony, acquisition, phonetics, etc. The progranmmainclusion is that careful study of the
dynamics of language must be undertaken to see to what €kelnal concerns actually play a role
in the historical developments that shape languages. $tda empirical question, and it could be
answered in either direction. It could turn out to be the dhat cases of putative Global interac-
tion in diachrony turn out to be epiphenomenal, or it couldhz such interactions are crucial to
explaining how languages develop. Either one of these slé&mvorth pursuing in its own right, as
long as it is recognized that considering a (limited) roledimbal interactions in diachrony falls far
short of positing a Globalist architecture for the synclicagrammar.

7.3 Epilogue: Phonology without Morphology/Syntax?

This monograph makes arguments that are based on the bebfaflomorphic interactions. It does
not examine all predictions of Globalist theories of phaggl only those related to the specific
guestion of how morphosyntax and morphophonology intéraghe crucial case study.

One conceivable response to these arguments is that Glisbaénted research in phonology is
not affected by arguments that bear on morphology, or maogigéphonology interactions. In my
view, this kind of response would be a grave error; it represa failure to understand the depth of
what is at issue. Globalist theories of phonology canndtyr@dandon morphology. This follows
from the fact that the inputs to any non-trivial competiteme complex objects; i.e., they consist of
more than one piece. To the extent that syntactic theori@sopphology like the one advanced in
Part | are correct, the complex objects that are the inpuhtmplogy are constructed in the syntax.
In a Globalist framework, this expands the set of predigioancerning global interactions, since
the phonological constraints are predicted to interadh #ie syntax in the same way that they are
predicted to interact with morphology. There is no way toiduwbe conclusion that a theory of
phonology must account for how sound forms relate to theesysesponsible for creating complex
objects.

Globalist theories predict that the constraints reguggtive position, combination, and allomor-
phy of complex expressions should interact with constsailgtermining its surface phonological
form. If, as argued here, these interactions are not fourah it must be asked why not; i.e., at a
minimum, it must be asked if (some part of) phonology opeardtéerently from syntax. Any other
move, such as hypothesizing morphological constraintriably outrank phonological constraints,
constitutes a tacit admission that the Globalist architectioes not make the correct predictions as
it stands. The same conclusion extends to Cyclic or Strataians of Optimality Theory, in which
Globalism is restrained, since there is no evidence forajloiieraction even within a restricted
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computational domain (i.e. one stratum).

In short, it appears that even a limited amount of globalradgon between morphology and
phonology leads to incorrect predictions about allomoy@mnd that developing Localist theories
must be at the center of current research. My hope is thah#weyt presented in Part | of this book
provides a foundation for future research along these.lines
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Notes

Notes to Chapter 1

. In the broader background it is worth noting that this sorterfsion has been discussed from the
reverse perspective; see Bromberger and Halle (1989).

. As discussed in Chapter 3, these allomorphs are betteedre@atui and-si. While this point plays
a role in the discussion of that chapter, it has no bearingnemrtain point in the text.

Notes to Chapter 2

. Itis assumed here that Roots possess a phonological umgdeftym, and that they are not subject
to Vocabulary Insertion in the way that functional morpheraee. There are reasons to think that
phonological properties alone do not suffice to uniquelyiig a Root in all cases. For example,
the existence of homophonous Roots (bank ‘financial institution” andbank ‘side of a river’).
Examples of this type indicate that Roots must be distingrdsrom each other by something other
than phonology, such as abstract indices.

In the approach of Halle 1990, function nodes contain a dumphonological matriXQ, which is
replaced by the phonological exponent of the VI. Other fdizations of this process are conceiv-
able.

Beyond the addition of an exponent to a node, other possffadete of VI would be, for example,
the deletion of the features that condition insertion,@lthh this is contentious (some comments on
this point appear in the case study from Latin perfect agesgrandings in Chapter 3).

. See Kroch 1994 for some pertinent observations about petatises of “vocabulary specific” lin-
earization.

. For present purposes it does not matter whether the DP’sdéffegires are computed in a separate
cycle, as might be the case in a theory with cyclic spell-out.

. For example, it might not be necessary to have distinct *amgberators in linearization statements;
this depends on whether these operatorgygred See Embick 2007b for some discussion.

. This of course does not imply that there is only one type ohplhmgical interaction in such objects.
. Some intermediate copies of moved elements have been rdrfmvamplicity.

. Of course, this does not mean that M-Words and Subwords rsearlzed in the same direction
with respect to one another. As is well-known, heads madiff their position in complex heads
versus phrases. In the view advanced here, these differaneeeducible to the structural difference
between M-Words and Subwords.

. This does not, of course, mean that the notion of “paradigas’rio utility elsewhere in the study of
language; for example, in the study of diachronic pattesngf acquisition, or even in processing.
The point is that the system responsible for the generatigramnmatical forms makes no use of
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10.

11

12.

13.

14.

15.

16.

17.

18.

19.

paradigmatic information.

These are not necessarily the only phases in the theoryeplm@agplicated in the work of Chomsky
(2000,2001) and others— e.g. C and D- could be part of this dfptheory as well. There is a
guestion as to whether category-defining heads and C, Dha&te.the same status, however. Some
points along these lines are advanced in Chapter 3, in agdimru of French prepositions and
determiners.

Thus, for instance, in a structure like [ Z v RoOT]], wherez is category-defining and is not,
x counts as Root-attached.

There are some additional cases liator-iz-ationwhere an exponent other thang appears in an
Outer domain as well. See Chapter 3 for discussion.

See Embick 1996 for an early formulation of such a theory.

Beyond the “typical case” of Root-attached category-defjriieadse, the Cy allows non-cyclic
heads in the Inner domain to show Root-determined allormyorph

At least, this interaction is ruled out if Readjustment Rudee subject to the same cyclic locality
conditions as instances of contextual allomorphy; see €h&dor discussion.

Questions of this type are also touched on in Aronoff 1976 imay that influenced other early
work on cyclic interaction, such as taljacency Conditiomf Allen (1979) and Siegel (1978), and
works like Williams 1981 and Scalise 1984.

It is possible that this potentation is restricted to thet&mtial” adjective head that is realized @s

With the Rooty ATROC, then affix that is pronouncedty yields the nouratrocity. When this Root
is merged witha, the a head is pronounceebus to yield atrocious With curiousity, the Root is

CuRrlious. This accounts for the lack of “truncation” in the latter eaSee Embick and Marantz
(2008) for discussion.

This definition connects with definitions Bhase Impenetrabilityas explored in Chomsky (2000,2001)
and related work.

Note that while elements become inactive in the sense deiiinin text, the phonological matrix
associated with such elements still might interact witbriatages of the derivation; see 3.4.2.

The idea expressed here appears in earlier theories asseelle.g. the discussion of Carstairs-
McCarthy 1992:67 with reference to the “Adjacency Conditiof Allen 1979 and Siegel 1978.

Lieber (1992) discusses a set of constraints on the peimolaf features that restricts how much

information is available to outer nodes in a way that is samih some cases to what is proposed
here: the visibility of features at “outer” morphemes isuleged by principles of percolation that

stop features from moving up beyond category boundaries difference between cyclic and non-

cyclic nodes posited in this work builds on this importargigints behind this aspect of Lieber's

theory. At the same time, a detailed comparision of permiatersus cyclicity plus adjacency is

beyond the scope of the present discussion.
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20.

21

22.

23.

24.

As noted earlier in the text, there is perhaps non-cyclictional structure betweemnand Outenm.
This does not bear on the immediate discussion but is relewtaen some additional cases are taken
to account. These points are discussed in Chapter 3.

For example, the “special’” agreement endings in the Latifiepetense discussed in Chapter 3
appear to make reference to an adjacent Aspect node that@asxponent with some verbs. If this

particular Aspect node were pruned, the overall statemietitecagreement allomorphy would be
complicated.

The importance of looking at both inwards- and outwardskileg allomorphy is stressed in Carstairs
1987.

Carstairs (1987) concentrates on an additional point—dka that the externally-sensitive form
does not vary by the specific features of outer morphemesistagnsistent across different per-
son/number combinations (also Carstairs-McCarthy 2@RBR Carstairs-McCarthy proposes that
sensitivity to node type (and not the feature content of eehagla general property of outwards
but not inwards sensitive allomorphy. This asymmetry ispredicted by the account that | have
presented above. However, there are some instances ohprrster driven suppletion in verbs
that might show the “node type but not content” generalirgtthese are discussed in 3.2.2

There are other types of cases that are not necessarilyecbtgrthe two categories outlined in
2.5.1and 2.5.2. For example, Jonathan Bobaljik (persamahtunication) notes that Chung (2007)
discusses what looks like stem suppletion conditioned hyotification in Korean, operating in
a way that is non-local from the perspective of the theoryaaded above. One question to ask
is whether the honorific examples involve actual supplefiom, contextual allomorphy), or are
instead instances of different Roots.

Notes to Chapter 3
The pluperfect subjunctive contains two such pieegand-se.

This rule might have to be restricted so that it applies irvéerenvironments; it appears to apply
only before /r/'s that are the result of th¢hotacisnrule discussed later in the text.

Invisibility might be a more general property of T[pres] imtin, which does not appear in the
non-perfect system either (see Embick and Halle (forthoghifor discussion.

Some additional complications— e.g., the fact that the 1IR30 has aam allomorph in addition
to -0, are ignored in (10).

Note further that the contextual effect of Asp[perf] regsireference to the “abstract” form of this
morpheme. As noted in the text, this head has three allorsprph -s-, and-@. The same special
forms of AGR are selected with all of these allomorphs:

@) a. ama-v-1i ‘love’

b. scrip-s-1 ‘write’
c. ven-@-1‘come’
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11

12.

13.

The sensitivity to the features of Asp[perf] and not to th@anents that are inserted into that
node follows directly if there is no ‘discharge’ or ‘erasuoé features that are already spelled out
by earlier applications of Vocabulary Insertion. The deage of features with insertion may be
required under other circumstances, as discussed in N&@&t, $ee also Bobaljik 2000.

A further point is that in order for the AGR allomorphs to sespfperf] in the way described in the
text, it must be the case that Asp[perf] with th& allomorph like (i.c) is not Pruned. As noted in
Chapter 2, Pruning does not affect all morphemes with nalization.

Oltra-Massuet generalizes this claim to other functiomalds such as T in her analysis of Catalan,
a move that might be motivated for Latin as well (cf. Buck 19%d@lliams 1981, and Aronoff
1994 for similar suggestions). Whether or not this extemgacompatible with the linear theory of
allomorphy is not clear. See Embick and Halle in prep. for sa@liscussion.

An alternative would be to copy the features of the Root dm@}via a sort of “concord” operation;
or, it would be possible to simply have ther the theme node acquire features like e.g. [IV] in the
context of certain Roots.

Descriptively,fusedaffixes express two different types of features. | reserpitaized Fusionfor
a structural operation that combines the contexts of tw@spsee below.

. The theory does not, however, prevent cyclic heads fromieiag involved in fusion. In principle,

it is possible for a cyclic head to Fuse with e.g. its non-cyetige+ heads.

The class with@ in the transitive show some differences in the stem phonyoiloghe intransitive
form. The-aa affixed transitives also show a kind of vowel reduction pescen the stem.

A small class of verbs that apparently have nothing in commstoow variation in the indirect
causative, withaa being possible along witkv-aa Evidently, the two forms are identical in mean-
ing. All of these are verbs that take th& allomorph in the transitive form.

It is assumed that Roots are visible for insertion at theMogce[AG] head because thehead in
this configuration is Pruned.

The head that appears in indirect causatives is a diffeypptdf passive head from the head found in
passives that are not embedded in causative structuredi. pissives are formed analytically, with
the verb ‘go’ functioning as an auxiliary. The main verb isaiparticipial form, with an Aspectual
head that has the exponeat. The verbs that showaa and-@ for Voice[AG] in transitives show
the same exponents in passives, followed in each case byditioadl -aa morpheme for the Asp
head mentioned just above (the sequence /aa-aa/ is prabwiih an epenthetic glide):

(i) Passive forms

Intransitive  Transitive Passive

ROOT-v ROOT-v RooT-vf-Asp
bat@ baatd baatd-aa
bach-@ bach-aa bach-aa-aa
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15.

16.
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18.

19.

20.

21

22.

23.

In other words, there is in these cases no difference betiteeNoice exponent in the active and
the passive. See Bhatt and Embick 2003 for additional dssons

The most salient is the fact that not all cases that are callpgletivein traditional descriptions are
necessarily cases of contextual allomorphy. Some of théglet mctually involvedefectivepatterns
of Root distribution.

Whether this works empirically for all cases classified gspetion is another question; see e.g.
Corbett 2007 for a survey of the phenomenon. See, howewequhlifification about what might
count as suppletion in Fn. 14.

A further question is whether this type of analysis exteraghe present subjunctive, whewg
shows an s- stem as well.

Beyond this particular example, there are serious questbiout the factors that constrain supple-
tion triggered by value@-features. In a worked out theory of suppletion triggereddajures from
AGREE, the visibility of features on T to must be restricted to occur only with particular types of
light verbs. In particular, it appears that only intrangtlight-verbs show suppletion based on the
person and number of the subject. In familiar patterns opliion in transitives, it is features of
the object that trigger the different alternants (see ealeldt al. (1990)).

Although larger objects like CP are not addressed hereg fhavidence from phrasal phonological
interactions for cyclic spell out in this domain. See thecdssion in Pak 2008.

Certain aspects of (35a) are simplified for expository caiemce. For instance, the formulation of
(35a) does not take into account similar cases (such as waftopitions, e.gd’argen)). For some
further points about (35b), see Embick 2007b.

The way that this analysis works, theheads are the same, and what distinguishes them allomor-
phically is the type of structure that they attach to. Anothessibility is, of course, that there are
different types ofn involved, so that, for instance, therealized asnesswould be featurally dis-
tinct from then realized asing. | have not pursued this type of treatment above, since th& mo
parsimonious treatment is one that keeps the number oftprémito a minimum. Whether there is
evidence in favor of a “different” treatment in this case is not clear at this point.

For a discussion of the first of these points see Embick ante K2005), where comparisons are
made with theories that allow the storage and selectiontefiis”.

Thanks to Don Ringe for bringing this example to my attention

The point about foot boundaries leads to a particularlyngtreet of predictions in metrical theories
with single brackets, such as Idsardi 1992 and subsequetkt ploonologically conditioned allo-
morphy associated with footing should only be possible e@ptirticular points in the representation
where a foot boundary appears.

Pak (2008) presents evidence suggesting that the linGarizarocedure that is responsible for deal-
ing with such structural configurations has some speciglgaties, and that these can be detected
in patterns of (phrasal) phonological interaction.
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25.

In reality, the sequence /o-i/ compresses to /u/, which iatappears in the orthographyiljalo?,
ulbas?, etc.).

One implication of this analysis is that there is more thae eanse of “infixation”. When the
units involved are syntactic— Subwords and M-Words— opmratlike Local Dislocation may infix
a morpheme by interpolating it. On the other hand, there pezations in the phonology that do
something that is similar in the abstract, but which funttio terms of a different set of primitives
(i.e. syllabic or metrical units, not Subwords and M-Words)

On this general theme, Blevins (1999) and Yu (2004) discase< of “phonological” infixation
where the predictions of certain Globalist models of molptp and phonology are not borne out.
As with the case of other work in this area, however, theseksvdo not go far enough in terms
of asking whether there is evidence for any aspect of the dlikibarchitecture; see Part Il for
discussion.

Notes to Chapter 4

As noted in the last chapter, arguments centered on thectimt of P>M for infixation see
Blevins 2004 and Yu 2007.

. The possibility exists that patterns of irregular allomorpwhile not determined phonologically,

are associated with particular phonological neighborBpad has been studied extensively in the
context of the English past tense. At the same time, there ieason to think that such calcula-
tions play a role in the synchronic grammar of the languadetewver role they might play in the
acquisition of lists.

A further point is that in order for the syllable structurenstraints to play the dominant role here,
it must be assumed thatHB/MAX are ranked higher than BET/NOCODA; otherwise, various
“fixes” with deletion or epenthesis could win. This point isgortant in some of the case studies
below in Chapter 5.

Of course, in this type of case an analysis with competingnadrphs might not be warranted. It

would be possible to posit one (e-qun) allomorph, along with a morphophonological rule that
deletes the initial /n/ with C-final stems. Since these comare irrelevant to the overall point, |

put them to the side here.

Notes to Chapter 5

This morpheme also appears in contexts that are not typiaaociated with determiners. How-
ever, these syntactic complications do not affect the gadset of points about allomorphy that are
considered in the text.

Moreover, there are no general reasons for positing ruestraints that delete intervocalic /I/; see
Klein 2003 for discussion.

Another point noted in the works above is that the distrioutdf allomorphs is renderaspaqueby
glide insertion, since underlyingly glide-final nouns tdke -la allomorph, not thea allomorph.
The important questions raised by opacity are taken up ip@&hs.
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McCarthy (2002:154) considers something similar to thidging that “...the constraints responsible
for allomorph selection may be only emergent and not otrssnactive in the language under study.”
Again, it is hard to see how cases of this type could providdemce for Phonological Selection.

If the phonological analysis does not extend beyond a sicege of allomorph selection, then the
only argument in favor of such a treatment over one with ardérls would be conceptual, i.e.,

based on Putative Loss of Generalization.

There are some discrepancies between the descriptionsziafthHale concerning the form of the
genitive morpheme. Hale (1976:239) gives the “short” gemiallomorph as:n, i.e., with length-
ening of the preceding vowelhama‘man, Aborigine’ is given with genitivdbama-:n Patz 1991
and others who use this source do not indicate this lengttori)(1977:136) cites the morpheme as
-:n like Hale, and this is assumed to be correct here.

Regarding the status of this constraint, affixation can pecedvhat look like complex codas word-
internally in the language (e.badigal ‘turtle’, ergativebadigal-ndu). If, however, Djabugay treats
homorganic nasal-stop sequences as prenasalized stegmdas are not actually complex. Nash
(1979) proposes this for Yigi(see below for some discussion).

One could ask whether, given this formulatic@j allomorphs should always win when they are
available, given that they are (i) minimal, and (ii) unlike¢b create phonological problems. Kager
does not consider this possibility. Similarly, one could about cases in which the competing
allomorphs are of the same size, as far as segment countirsy Goere seems to be little reason to
dwell on these details, however.

Here and below, | employ -dor Patz’s -dj- and Hale’s ¥t. The digraph -rr- is used for a trill.

The nounbama’(aboriginal) man’ takes the ergative affiki. This exponent is not found elsewhere
in the language, although there are instrumental/locdtixms with-la that are related to it.

An alternative would be to posit-@laallomorph in (f), so that it is the stem-final /n/ that surfaae
the inflected form. While this removes this particular casepacity, there seems to be little to be
gained by this move.

Dixon (1976) describes the basic historical pattern foativg as typically assimilatingdu with
C-final hosts, andlu or -ygu with V-final hosts; the same in locatives but withinstead of-u. In
Djabugay, there is neggalocative. The overall picture concerning the history of ¢hses has been
refined in various ways since the time of these early propdsale Dixon 2002 for summary), but
the basic connection between ergative and locative casedsst

Other cases exist as well, but these do not add much to thesgiso beyond what can be learned
from (14), so | will concentrate on ergative, inst/loc, gaei, and dative below.

The patterns in (21d) show some variation, as is the casenals@21e). Deletion of final rhotics is
obligatory with even-syllabled stems, and and optionabfia-numbered stems (Dixon 1977b:127).
The pattern of deletion with /y/-final stems appears to be $gstematic.

That is, the expected locative+ bty is *bugi:l. It turns out that there are five disyllabic nouns
in which the final /I/ that is expected by the phonology doefait surface. For example, Dixon
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17.

18.

19.

20.

21

22.

23.
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(1977a:50) givesjugi ‘tree’, with locative+dugi:-l. The normal case can be treated as involving a
rule of /I/-deletion, with the nouns that show final /I/ beiag exception to this.

Deletion with stem-final rhotics is obligatory with everltapled stems, and optional with odd-
syllabled stems (Dixon 1977b:129). With /y/-final stemsjssion of the final consonant is reported
to be variable (recall the ergative).

In the COM(itative) case ahabi the surfacenabi: results from a rule applying tmabi:-yto delete
the final glide.

Long vowels affect stress placement. The interaction @fsstwith the placement of long vowels
in Yidip words is extremely complex, and, to a first approximatiomko“conspiratorial”, in a
way that excited Dixon’s description, and some analysdeviihg his overall perspective (e.g.
McCarthy 2002 and references cited there). The interaaifdength with foot construction and
stress assignment presents a number of challenges, asimsbly Halle and Vergnaud (1987). |
leave a fleshed out theory of stress in Yiifbr later work.

For maginda here the affixed form is called by Dixon a “dative subordifiatieis reduces by=SD,
unlike the regular dative, which is an exception to this rule

Another possible take on whgu does not delete ibipdi:n-gu could be based on some notion of
contrastfrom the base or “unmarked” foriwindin. It could be argued, for instance, that deletion of
-guis banned because the resulting forioapdi:n would be “too similar” to the baskindin. This
analysis would fail in e.g. the Comitative case, where, fier stemmabi‘kangaroo sp.’ surfaces as
mabi. In the analysis withPL and FSD, the expected case allomorgyi reduces to /y/ by FSD,
following lengthening of the /i/ vowel, to yield /mabi:-yT'hen /i:y/ is simplified to /i:/. The surface
form differs from the “base” form only in terms of vowel legtexactly asbipdi:n. Thus, unless
the approach based on contrast is to be stipulated on a gassse basis, it appears to be on the
wrong track.

This way of formulating the rule requires that in e-ggu, they component must not be syllabified.
Thus if homorganic nasal/stop sequences behave as piigedsstops (i.e. as a single consonant),
as proposed by Nash (1979), this syllabification must takegpsubsequent to teSDrule.

In the final line ofmulariggu, the idea is that they/ of the ergative case morpheme is resyllabified
as a coda. For a discussion of some cases in which it appedrthéne are pre-nasalized stops in
Yidip, see Nash 1979.

The second verb here is derived frayali ‘go’ with the comitative affix-na and the-I conjugation
suffix.

Some of the details of the VIs could be modified slightly, withchanging the overall picture. So,
for example, it might be possible to posit an additional BvgamorphemeCu, where the C is a
stop that undergoes assimilation in place to left-adjacensonants. Themgu would be inserted
after vowels and the semi-vowel /y/, andu otherwise. It is not clear that this modification would
add much to the discussion, however.

| put to the side constraints that would favor assimilatdiked like -du for the ergative over non-
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assimilated forms.

Moreover, Penultimate Lengthenings part of the phonology fares much better in cases in which
nouns bear more than one affix. This is seen in the phenomdntBufiixaufnahme”, where, in
possessive contexts, the case of the head noun appearsa giaitive morpheme on non-heads,
yielding Noun-GEN-ERG for a possessor in an ergative DP.t&segt the stage for this doubly-
affixed form,guda:ga‘dog’ has the genitivagudaga-ni The “morphological” treatment of vowel
length would put this noun in the class that shows long vowalg in unaffixed forms. However,
when nouns like this are further affixed with ergative “Sudfiknahme”, long vowels appear where
the phonological analysis predicts: in the case at handptieis gudaga-ni:1, where the ergative
morpheme appears after the genitive morpheme. Once thigosdafithe ergative morpheme creates
the appropriate phonological conditions (an unfooted fayélable), lengthening occurs. A “mor-
phological” account misses this effect. A similar point iade withbupa:-n ‘woman-GEN’, with
bupa-nuggu ‘woman-GEN-ERG’. This stem does not simply show a long stemvel whenever
genitive is present, as the second form shows; it shows adiamg vowel only when the phonolog-
ical context is appropriate. Treating vowel length as sbimgtother than the result d?L simply
does not work very well.

Notes to Chapter 6

It is for this reason that in this and other cases, many aealis Optimality Theory have moved
towardsparadigmaticresemblance with other morphological forms. That is, if¢éh&e no phono-
logical reasons why the form should be as it is, then the rsaswist be morphological in nature.
As noted in the first chapter, such theories are clearly ig@iibnle with the Localist theory of
morphosyntax of Part I. See also Bobaljik (2002,2008).

. This is one way of putting it; it would be also possible to dagttthe notion of Local Conditioning

Environment is immaterial, or derivative, or epiphenonigete. in such theories.

The rule is simplified, in that it actually applies only witkertain affixes; see Inkelas and Orgun
1995 for discussion.

An alternative is to posit a single VI with the exponest and some additional rules to delete the
consonant under specific circumstances; see below.

Here and below matters related to the vowel componer(sipfare ignored.

In TurkisH, the effects oMelar Deletionwould be seen only with morphemes that have no consonant-
initial allomorphs.

So if Z were an AGR node, Z1 and Z2 would represent differemilmoations of person/number
features, for example.

A similar behavior for certain affixes is reported by Fulme®97) for the language Afar.

There are some other combinations in which the same typeiof pould be made. For example,
consider an odd-syllabled host that takes both the pasffiveaad one of the alternating agreement
morphemes: Root-PASS-AGR. An even-syllabled output cbelderived by inserting the (locally

151



10.

11

12.

13.

14.

15.

16.

17.

18.

19.

unconditioned) disyllabic passive affix, then a monosytladuter affix. As far as | am aware, this
does not occur.

| am putting aside Reduplication, along with various stdrarging processes that apply in the
perfect. These cases can be treated as cases wi#d grgonent of Asp[perf], in which there is, in
addition, action in the form of Readjustment Rules.

Mester (1994:47) excludes from consideration verbs thatdssifies as “denominal”, which do not
take the allomorph expected on prosodic grounds alone.Xaongle, albere ‘be white’ has a heavy
stem, but shows tha-perfectalb-u-.

| am putting aside initial trapping here— representations/ich the initial syllable is unfooted—
although see below.

Mester also considers “marked” trochees whatds footed as§ ] instead of asd]s. In the latter
type of approach, the trimoraic trochee is what is avoidedmpossible.

The forms in (32) include three distinct entries for 3pl hesmathree different agreement endings—
-erunt -ere, and-erunt- were in variation in this context. In principle, somethatgput optimization
could be learned frorrerunt cp. monuerunt[55](5) with augserun{s]s (). See Sommer 1914:
579 for correlations between perfect allomorph and 3pl egent endings that might be worth
looking into in the context of Latin historical phonology.

Mester uses an argument based on putativeOMORPHIC VACILLATION in his second case study
from Latin -io-verbs; see below. The failure of Perfect allomorphs tollaeiis not addressed.

In order to work properly in this particular case, the alloptofound in the perfect would have
to be preferred to the one favored on metrical ground in thpgafect, presumably something that
could be accomplished in terms of making the former less athrk

This analysis draws in part on joint work with Morris Hallepst of which (with the exception of
Embick and Halle 2005 ) has not been published.

With the exception of the theme vowel in conjugation Ill, givhere as {-/, this is more or less
uncontroversial (recall the comments in Chapter 3). Venbthis conjugation show an- theme
vowel in certain person/number forms (edyc-i-t ‘he/she leads’), but, unlike the IlI(i) type verbs,
this vowel does not appear in 1s formisc-0. There are other options for the vowel here that have
been explored in the literature (e.g. Lieber 1980). Sineephrticular assumption does not play a
role in the analysis of the perfect, | will not say anythingrsabout it.

For conjugationiuvo, iuv ‘help’ looks like a -i-perfect. The stem-final /v/ imvare makes this
case, an apparent instance in which a verb of conjugatiokekta-i perfect, questionable at best.
Conjugation Il has some apparently thematic perfects;fleg flew ‘weep’. Aronoff argues (as
does Ernout (1952/1989) that these verbs are not actualtpnjugation 1l. Rather, they happen
to end in /- e-/. The argument is based on the fact that Romtsiaimally CV. The suggestion is
attractive in that it allows for a cleaner statement of thegwoncerning the presence or absence
of themes in these verbs in perfect and participial formdchvare then always athematic (though
there are some /i/ vowels in participles, exgpn-i-tusfor morere)
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Another pattern | am not taking into account here involvepaagnt “conjugation change”. For
instancepe ‘'seek’, with infinitive pet-e-re seems on the basis of these two forms to be conjugation
I, like duco; likewise for conjugation lli(i)cupio ‘desire’, with perfectcup4-v-i. However, the
perfect form ispeti-v-1, evidently with the-I-Theme that characterizes conjugation IV verbs like
audi-re. There are a handful of verbs that behave this way, all shppwonjugation Il or HI(i)
behavior in the present system, and {hef conjugation IV in the perfect.

Finally, in line with the exclusion of stem-changing proges, | have not included Reduplication as
a separate class here, on the assumption that these areaaesobthe J-affixed perfects.

See Aronoff 1994 for some discussion of the fact that thezéramany cases systematic patterns in
the perfect, regarding in particular the claims of Liebe8Q@bout the irregularity of the system of
perfect formation.

There are some exceptions to the light stem pattern. Ligimtrserbs that end in the liquids are in
conjugation IV, not l1(i).

Another prediction is that verbs likeenre that have a long theme in spite of having a light root
syllable should show a short theme when these verbs havevg pefix. There are two problems
here. The first is that Mester offers no explanation as to \wkgé verbs should ever surface with - 1-
instead of -i- in the unprefixed forms in the first place. Theosel is that this additional prediction
is not verified.

It is true that there are many cases in Latin where theme odiffer in prefixed and unprefixed
verbs: e.g.pellere compelare; spernereasperrari; capere ocCu@re; speceresuspiart (Sommer
507ff.). These differ in themes and deponency, and raisetiqus about when two forms may be
said to contain the same Root, as well as other questiong atmphophonology. But whatever
there is to say about such cases, they offer no support foobatidt theory of morphology and
phonology.

Carstairs (1987:179ff.) looks at some additional caseslamarphy that are putatively “outwards
sensitive” to phonological properties. These cases do pyear to be fully suppletive; that is, it
looks like the majority involve morphophonological rulemt competition for insertion, and thus
are not directly relevant to the issue at hand.

The central cases ( Carstairs 1987:185ff.) come from Falhaae based on work by Arnott (1970)
and Mclintosh (1984). One set of examples involve affixes difédr between “short” and “long”
forms: anteriornoo/-nq relative past passiv@a/-a and relative past middléi/-i. The factor con-
ditioning the alternation is phonological, and the altébraitself is clearly not suppletive. The
other case is found with the “habitual imperative singulsuffix, which is typically-atay. In the
first person singular, this morpheme surfacesaadNhile there are some phonological correlates of
this (the 1s affix follows the habitual imperative morpheia is the only vowel-initial agreement
morpheme), the alternation is not necessarily suppledivd, moreover, can be stated with reference
to the 1s features, so that the phonological effect is imtale

The same pattern of features is required elsewhere in tgaidaye’'s verbal system. As discussed by
Carstairs (1988,1990), the morphosyntactic pattern se¢48) is seen with other verbs, where it
conditions e.g. insertion of the “infix‘isc; for example, with the verb ‘finish’, there is fim-isc-o
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27.

but 1pfin-iama on the face of it;isc does not appear with stressed affixes.

Maiden (2004) presents a detailed study of such stem aliensan Romance, concentrating on the
guestion of whether particular patterns of paradigmatitrithution of “stems” calls for a morpho-
logical (versus e.g. phonological) treatment. Lookingadtgrns like that seen in Italian, he presents
arguments (2004:159ff.) against the view that surfaceepfent of stress must be referred to in
these patterns of stem allomorphy. See also Corbett 200@t28lated discussion.

| thank Andrea Calabrese for discussion of this and relatéats

The need to look for vacillation in this system is touched orKiparsky 1996:25, which cites
comments by Dressler in a discussion period see also Maidled: 261). It appears that the word
andirivieni ‘coming and going’, where secondary stress appearanoly does not conform to an
analysis in which stress drives allomorphy. However, thisnf might not be probative, since it is
not clear what its synchronic relationshipua(d)-/and-is.

In some dialects of Italian, stress shift can be induced lgitaization. As far as | am aware, there
is no evidence that stem-suppletion withvacillates in such cases.
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